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Structured Attention Network for Referring Image
Segmentation

Liang Lin, Pengxiang Yan, Xiaoqian Xu, Sibei Yang, Kun Zeng, and Guanbin Li

Abstract—Referring image segmentation aims at segmenting
out the object or stuff referred to by a natural language
expression. The challenge of this task lies in the requirement of
understanding both vision and language. The linguistic structure
of a referring expression can provide an intuitive and explainable
layout for reasoning over visual and linguistic concepts. In this
paper, we propose a structured attention network (SANet) to
explore the multimodal reasoning over the dependency tree
parsed from the referring expression. Specifically, SANet imple-
ments the multimodal reasoning using an attentional multimodal
tree-structure recurrent module (AMTreeGRU) in a bottom-
up manner. In addition, for spatial detail improvement, SANet
further incorporates the semantics-guided low-level features into
high-level ones using the proposed attentional skip connec-
tion module. Extensive experiments on four public benchmark
datasets demonstrate the superiority of our proposed SANet with
more explainable visualization examples.

Index Terms—referring image segmentation, vision and lan-
guage, cross-modal reasoning

I. INTRODUCTION

Referring image segmentation (RIS) is a challenging task
that requires thorough understanding of both vision and natural
language. Given an input image and a referring expression, the
goal of RIS is to segment out the object or stuff referred to by
the referring expression. Compared with an extensively studied
task in computer vision, i.e., semantic segmentation, RIS is not
limited to pre-defined object categories (e.g. “person”, “train”)
but contains a wider range of linguistic concepts described
by entities (e.g. “man”), stuff (“sky”), attributes (e.g. “pink”
and “big”) and relationships between objects (e.g. “right”
and “next to”). Therefore, RIS is applied to more complex
scenarios, such as interactive image editing and human-robot
interaction.

L. Lin and P. Yan contributed equally to this paper.
This work was supported in part by the National Key Research and Devel-

opment Program of China under Grant No.2018YFC0830103, in part by the
National Natural Science Foundation of China under Grant No.61976250 and
No.U1811463, in part by the Guangdong Basic and Applied Basic Research
Foundation under Grant No.2020B1515020048, in part by the Natural Science
Foundations of Guangdong under Grant No. 2017A03031335, in part by
National High Level Talents Special Support Plan (Ten Thousand Talents
Program). This work was also sponsored by CCF-Tencent Open Research
Fund. (Corresponding author: Guanbin Li)

L. Lin, P. Yan, X. Xu and K. Zeng are with the School of Computer Science
and Engineering, Sun Yat-sen University, Guangzhou, 510006, China (e-mail:
linliang@ieee.org; yanpx@mail2.sysu.edu.cn; xuxq7@mail2.sysu.edu.cn;
zengkun2@mail.sysu.edu.cn).

S. Yang is with the Department of Computing, the Hong Kong Polytechnic
University, Hong Kong (e-mail: sibeiyang@comp.polyu.edu.hk).

G. Li is with the School of Computer Science and Engineering, Sun
Yat-sen University, Guangzhou, 510006, China, and also with Pazhou Lab,
Guangzhou, 510330, China. (e-mail: liguanbin@mail.sysu.edu.cn).

“bottom center chair 

with pink pillow”

chair

bottom center pillow

with pink

Prediction

Dependency Tree

with pink

pillowbottom center

chair

Fig. 1. Illustration of our proposed structured attention network for referring
image segmentation. Given an input image and a referring expression, the
proposed method works by performing bottom-up cross-modal reasoning over
a dependency tree parsed from the referring expression. The visualization
of attention maps demonstrates that each node can focus on specific spatial
regions by integrating the features and attention maps of its child nodes.

Earlier solutions for RIS are achieved by extracting vi-
sual and linguistic features via convolutional neural net-
works (CNNs) and recurrent neural networks (RNNs) respec-
tively and combining the features of two modals directly [1] or
sequentially [2]. Recently, different attention mechanisms [3],
[4], [5], [6], [7], [8] have been exploited to better align
the concepts in visual and linguistic domains. Shi et al. [5]
introduced a key-word-aware attention network to highlight
key words and the visual context for the key words. Ye et
al. [6] proposed a self-attention model to capture the long-
range dependency of visual and linguistic features by exploring
the significance of specific key words and image regions
simultaneously.

Since RIS requires not only to roughly locate the referred
regions but also to segment them out accurately, Li et al. [9]
proposed a refinement network that takes pyramidal features as
input to refine the details of segmentation via ConvLSTM [10].
Chen et al. [11] further proposed a ConvRNN model to
iterate the steps of visual-textual co-embedding. More re-
cently, Huang et al. [12] proposed to perform relation-aware
reasoning on spatial region graph using graph convolutional
networks. Hui et al. [13] proposed to use graph convolutional
networks over a dependency parsing tree suppressed word
graph for context modeling.
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To achieve accurate segmentation of referred object, one
feasible solution is to locate the referred object under the
guidance of linguistic structure and refine the segmentation
details by introducing semantics-guided low-level visual fea-
tures. To realize the above solution, we proposed a structured
attention network (SANet) to perform multimodal reasoning
over a dependency tree parsed from the referring expression.
As shown in Figure 1, given an input image and a referring
expression, the referring expression is first parsed into a depen-
dency tree via an off-the-shelf universal Stanford Parser [14].
Then, the extracted visual and linguistic features are fed into
the attentional multimodal TreeGRU (AMTreeGRU) module
for multimodal reasoning. Specifically, for each node of the
dependency tree, the AMTreeGRU module updates its spatial
attention map and feature by integrating the features and atten-
tion maps of its child nodes. And the output feature extracted
from the root of the dependency tree serves as the high-level
multimodal feature. In addition to the multimodal reasoning,
we have proposed an attentional skip connection (ASC) mod-
ule to further refine the details of referred regions indicated
by our AMTreeGRU module. The ASC module introduces the
semantics-guided low-level feature into high-level multimodal
feature using a cross-modal attention mechanism.

The contributions of this paper can be summarized as
follows.
• We propose an attentional multimodal TreeGRU

(AMTreeGRU) module to effectively perform multimodal
reasoning over a dependency tree parsed from the input
referring expression, which can improve the interpretable
ability of the process of referring image segmentation.

• We propose an attentional skip connection (ASC) module
to selectively combine low-level features of CNNs under
the guidance of high-level semantic ones, which can
improve the details of segmentation results.

• Extensive experimental results demonstrate the effective-
ness of our proposed AMTreeGRU and ASC modules,
which make the proposed SANet comparable to the state-
of-the-art RIS algorithms.

II. RELATED WORK

A. Semantic Segmentation
Semantic segmentation aims to segment out the objects

of predefined categories. Recently, with the development of
deep convolutional neural networks, semantic segmentation
has achieved great progress. In particular, due to the pow-
erful end-to-end feature encoding ability and high efficiency,
fully convolutional network (FCN) [15] and its variants have
become dominant in this field. To enlarge the receptive
field of convolutions without losing spatial details, Chen
et al. [16] proposed to replace the standard convolutions
with atrous convolutions in FCNs. More recently, Chen et
al. [17] introduced an atrous spatial pooling pyramid pooling
(ASPP) module, which exploits parallel atrous convolutions
with different atrous rates to aggregate multi-scale context.
Low-level features of CNNs have also been utilized to improve
the spatial details of segmentation results [18]. Consequently,
the development in semantic segmentation has laid a firm
foundation for referring image segmentation.

B. Referring Image Localization and Segmentation

Referring image localization aims to locate the object in-
stance referred to by a natural language expression with a
bounding box. General solutions to this task can be achieved
by first generating region proposals via an object detector (e.g.
Faster R-CNN [19]) and then searching for the target object in-
stance via natural language object retrieval methods [20], [21],
[22]. [23], [24], [25] have further modeled the relationships
between proposals and language to better match the target
object instance. Different from referring image localization,
referring image segmentation (RIS) aims to locate the referred
object or stuff with a precise mask instead of a bounding
box. Solutions to RIS can be divided into two categories, i.e.,
bottom-up and top-down. Bottom-up methods mainly focus
on the modeling of multimodal features and directly generate
the prediction masks. Hu et al. [1] used a straightforward
concatenation of visual and linguistic feature for segmentation.
The multimodal recurrent module [2], dynamic filters [26],
key-word-aware visual context model [5], and cross-modal
self-attention network [6] were further proposed to better
model the features in two modals. Recurrent refinement net-
work [9] was proposed to refine the high-level semantics
via ConvLSTM [10]. Chen et al. [11] further improved the
convolutional recurrent neural network by iteratively revealing
segmentation cues via learned visual-textual co-embedding.
Top-down methods mainly rely on object detectors pretrained
large-scale detection dataset and segment the referred object
from the retrieved box-level object proposal. MAttNet [23]
and NMTree [27] use Mask R-CNN [28] to generate RoI
proposals and generate the prediction mask within the selected
proposal. MCN [29] and CGAN [30] use a multi-task learning
framework to perform the RIL and RIS tasks simultaneously,
where RIL can help improve the localization of the referred
object in the segmentation mask.

In this paper, we propose a bottom-up method that con-
siders the task of referring image segmentation by utilizing
the dependency tree structure implied by natural language
expressions to perform bottom-up reasoning across visual and
linguistic domains. Moreover, we further leverage the high-
level semantics as guidance to refine the spatial details of the
referred regions.

C. Linguistic Structure Learning

Long-short terms memory (LSTM) [31] network and its
variants have played a significant role in natural language
processing (NLP) in the past decades due to its superior
performance on sequence modeling. However, simply mod-
eling the linguistic features via this kind of linear chain will
ignore the structural information implied by natural language.
Recently, learning and utilizing the tree structure of sentences
are becoming more popular in NLP community. Chen et
al. [14] proposed a fast and accurate dependency parser using
neural networks, which serves as a powerful dependency tree
parser in many NLP and vision-language tasks. Tail et al. [32]
introduced a tree-structured LSTM network (TreeLSTM) to
improve the semantic representations of phrases and sentences.
Recently, serval RIL and RIS methods have also focused on the
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Fig. 2. The overall framework of our proposed structured attention network (SANet). The multi-level visual and linguistic features are extracted from CNN
and LSTM respectively, both of which are then fed into the attentional multimodal TreeGRU (AMTreeGRU) module to perform cross-modal reasoning over
a dependency tree parsed from the referring expression. Next, the combined features are fed into the ASPP [17] module to produce the multimodal feature
by exploring the multi-scale information. Last, the multimodal feature serves as the high-level guidance to connect the low-level visual feature to the decoder
via attentional skip connection (ASC) module. The bottom sub-figure shows the architecture of the proposed AMTreeGRU, the detailed description of which
is provided in Section III-A.

utilization of linguistic structure information. [33], [34], [12]
proposed to decompose the expression into serval semantic
parts. [35], [27] introduced linguistic tree structure to perform
bottom-up reasoning. [36], [25], [13] further utilize graph
structure of language to perform fine-grained reasoning over
referring expressions.

In this paper, we consider not only the extraction of
linguist structure information but also a better way to align the
visual and linguistic features and reason over the linguist tree
structure. Thus, we propose an attentional multimodal tree-
structured gated recurrent unit (AMTreeGRU) with convolu-
tional operation in its connection layers and apply it to perform
bottom-up co-reasoning between visual and linguistic features
over the dependency tree parsed from the referring expression.

III. OUR METHOD

The overall framework of the proposed structured atten-
tion network (SANet) is shown in Figure 2. The visual
and linguistic features are extracted from the visual back-
bone and language model, respectively. To better align the

visual and linguistic domains, the attentional multimodal
TreeGRU (AMTreeGRU) is proposed to perform bottom-
up co-reasoning between visual and linguistic features (Sec-
tion III-A). In addition, the attentional skip connection (ASC)
module is proposed to improve the spatial details of the re-
ferred regions (Section III-B). The attention mechanisms men-
tioned in AMTreeGRU and ASC are both achieved by a cross-
modal attention (CMA) module (Section III-C). Specifically,
the CMA module weights the input feature map F under the
guidance of a feature map G of different modals and outputs a
guided attention map attout and a softly weighted output fea-
ture map F̂ , which is formulate as attout, F̂ = CMA(F,G).
Finally, we introduce the rest modules in Section III-D to
provide a complete description of the proposed SANet.

A. Attentional Multimodal TreeGRU Module

As shown in Figure 2, the proposed attentional multimodal
TreeGRU (AMTreeGRU) module performs bottom-up co-
reasoning between visual and linguistic features for each node
of the dependency tree. The dependency tree is parsed from the
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referring expression using an off-the-shelf universal Stanford
Parser [14]. The AMTreeGRU module consists of two major
steps, i.e., selective attention via cross-modal attention mech-
anism and node state updating via convolutional TreeGRU.

Specifically, we denote the multi-level visual features ex-
tracted from the visual backbone as V ∈ RH×W×Cv , where
H , W and Cv are the height, width and channel dimension of
the visual feature map, respectively. And the linguistic feature
extracted from the language model is denoted as L ∈ RT×Cl ,
where T and Cl are the length of the expression and the
channel dimension of the linguistic feature, respectively. For
any node i, the AMTreeGRU module takes as input the visual
feature V , the corresponding linguistic feature Li ∈ RCl on
this node, and the attention maps attc and hidden states hc of
its child nodes, which is formulated as

atti, hi = AMTreeGRU(attC(i), hC(i), V, Li), (1)

where atti ∈ RH×W×1, hi ∈ RH×W×Ch denote the attention
map and hidden state generated by AMTreeGRU on node i,
respectively. Ch is the channel dimension of hidden state and
C(i) is the set of the child nodes of i.

Selective attention: for each node of the dependency tree,
we obtain its attention map by considering the hidden states
and the attention maps of its child nodes. The input attention
map attin is computed by subtracting the average of the
attention maps of its child nodes attC(i) from 1. The multi-
level visual feature map is then softly weighted by the input
attention map to pay more attention to these regions that are
neglected by the child nodes. The weighted visual feature is
denoted as V̂ ∈ RH×W×Cv . Then, we tile the corresponding
word feature of the node as Lti ∈ RH×W×Cl , i ∈ {1, ..., T}
and concatenate it with the original and weighted visual
features. The concatenated feature is then fed into the CMA
module with the tiled word feature Lti as a guidance feature.
The output attention map atti ∈ [0, 1] of CMA serves as
the output attention map of the AMTreeGRU module on
the current node. The concatenated feature will be softly
weighted by attout and serves as the input state x of the
core multimodal TreeGRU cell. The above process can be
formulated as follows:

attin = 1−
∑
k∈C(i) att

C(i)
k

num(C(i))
,

V̂ = attin ◦ V,
Fc = Conv1×1(Concat(V,Lti, V̂ )),

atti, xi = CMAtree(Fc, L
t
i),

(2)

where num(.) denotes the number of the set, Conv1×1(.)
denotes 1 × 1 convolution, and Concat(.) denotes the con-
catenation of input tensors.

Node state updating: for each node of the dependency
tree, we update its multimodal state by using the proposed
multimodal TreeGRU (MTreeGRU). Compared to the tradi-
tional gated recurrent units (GRU) [37] adapted in NLP, the
MTreeGRU has two differences. First, the GRU cell is applied
to the tree structure instead of the sequence. Second, we
replace all the fully connected layers in traditional GRU with
convolutional layers, which is more suitable for segmentation

task and can better handle features from multiple modals. Let
C(i) denote the set of the children of node i, xi denote its
input state, and hi denote its hidden state. The node updating
process via MTreeGRU can be formulated as follows:

h̃i =
∑

k∈C(i)

hk,

zi = σ(Wxz ∗ xi +Whz ∗ h̃i + bz),

rik = σ(Wxr ∗ xi +Whr ∗ hk + br),

ĥi = tanh(Wxh ∗ xi +Whh ∗
∑

k∈C(i)

rik ◦ hk + bh),

hi = (1− zi) ◦ ĥi + zi ◦ h̃i,

(3)

where ‘∗’ denotes the convolution operator, ‘◦’ denotes the
Hadamard product, and σ(.) represents the sigmoid activation
function. W and b represent the learnable parameters and bias
terms, respectively.

To conclude, the proposed AMTreeGRU updates the state of
each node over a dependency tree parsed from the referring
expression by selectively integrating the attention maps and
features of its child nodes. In the end, it reaches to the top of
the dependency tree and outputs the hidden state and attention
map of the root node.

B. Attentional Skip Connection Module

To improve the segmentation details of RIS, previous
work [6] has tried to apply the same processing to features
from multiple levels and integrate them using gated fusion
technique. Although it shows a significant performance im-
provement, repeating the same treatment to multi-level features
will severely increase the computational cost. Another pre-
vious work [18] on semantic segmentation has demonstrated
that connecting low-level visual features into the high-level
ones can further improve segmentation details. However, in
our observations, we found that directly introducing low-level
visual features would not only improve segmentation details
but also bring extra details that are irrelevant to the referred
region. Therefore, we suggest that the low-level features
should be further guided by high-level semantics and propose
an attentional skip connection (ASC) module in this section.

As shown in Figure 2, the proposed ASC module connects
the low-level feature V1 ∈ RH1×W1×C1 of Res-1 from our
visual backbone to the segmentation decoder under the guid-
ance of the multimodal feature Fm ∈ RH×W×Ch following
ASPP. Specifically, it first reduces the channels of the low-
level feature V1 to 48 and then feeds the skipped low-level
feature Vskip and the high-level multimodal feature Fm into
the CMA module, which is formulated as

Vskip = Conv1×1(V1),

attskip, V̂skip = CMAskip(Vskip, Fm),
(4)

where Conv1×1(.) denotes 1×1 convolution and V̂skip denotes
the skipped low-level feature weighted by the attention attskip.
As shown in Figure 3, since the high-level feature has a
coarser resolution than low-level one, the low-level feature
will be downsampled to the same scale as high-level one when
computing the attention map and the computed attention map
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Fig. 3. The architecture of the cross-modal attention (CMA) module, which
serves as the attention mechanism in both AMTreeGRU (Section III-A) and
ASC (Section III-B) modules. The input feature map is softly weighted
under the guidance of another feature map of different modals. Here, we use
⊕ and ⊗ to denote element-wise addition and element-wise multiplication,
respectively.

will be upsampled to a higher resolution before weighting
the low-level feature. Finally, the weighted skipped low-level
feature Vskip is concatenated with the upsampled high-level
feature Fupm and fed into a segmentation decoder for referring
image segmentation, i.e.,

Sref = Decoder(Concat(V̂skip, F
up
m )). (5)

Specifically, the decoder is composed of two 3x3 and one 1x1
convolutional layers. The 3x3 convolutional layer is attached
with BN and ReLU layers. The 1x1 convolutional layer is
followed by sigmoid function to generate the segmentation
map. Through the attention mechanism, the details of the seg-
mentation results Sref can be improved without introducing
extra noise that is irrelevant to the referred region.

C. Cross-Modal Attention Module

In this section, we elaborate on the details of the CMA
module. It works by generating an attention map for an input
feature map under the guidance of another feature map of
different modals to indicate the region of interest. Specifically,
as shown in Figure 3, given an input feature map F ∈
RHf×Wf×Cf and a guidance feature map G ∈ RHg×Wg×Cg

from different modals, the proposed CMA module can be
formulated as follows:

qatt = ψT
(
σ1
(
WT
f F +WT

g G+ bg
))

+ bψ, (6)

attout = σ2(qatt(F,G; Θatt)), (7)

F̂ = attout ◦ F, (8)

where σ1(.), σ2(.) and ◦ denote the ReLU, sigmoid activation
function, and element-wise multiplication, respectively. Θatt

denotes the parameters of the CMA module, which contains
linear transformations Wf ∈ RFf×Fint , Wg ∈ RFg×Fint , ψ ∈
RFint×1, and bias terms bg ∈ RFint , b ∈ R. Here, the linear
transformations are achieved via 1×1 convolutions instead of
matrix multiplication.

Conclusively, the CMA module generates an attention map
attout and a feature map F̂ that comes from the input feature
map F weighted by this attention map.

D. Structured Attention Network

In this section, we will describe the rest modules to provide
a complete description of our proposed SANet.

Feature extraction: as illustrated in Figure 2, for the
input image, we adopt a deep convolutional network as the
visual backbone. The visual feature V ∈ RH×W×Cv is a
combination of multi-level features from the visual backbone.
For the referring expression, each word is represented by a
word embedding. Then, we use a recurrent neural network
to extract linguistic feature L ∈ RT×Cl . Cross-modal rea-
soning: the visual and linguistic features are then fed into the
AMTreeGRU module to perform bottom-up reasoning over the
dependency tree parsed from the referring expression using an
universal Stanford Parser [14]. Feature decoding: we regard
the last hidden state of the Bi-LSTM as the sentence feature
Ls ∈ RCl . Then, we combine it with the feature of the root
node of AMTreeGRU and visual feature V and feed them into
ASPP [17] module to further explore the referred regions of
multiple scales. Last, the semantics-guided low-level feature is
embedded into the decoding processing via the ASC module
to refine the details of referred regions.

IV. EXPERIMENTS

A. Experimental Settings

Datasets: we conduct the evaluation of our proposed SANet
on four public RIS benchmark datasets, including UNC [34],
UNC+ [34], G-Ref [41], and ReferIt [42].

Both UNC and UNC+ were collected interactively from MS
COCO [43] dataset via a two-player game [42]. To guarantee
that the referred object should be determined not simply by the
semantic categories but also the referring expression, only the
images contain two or more objects of the same categories
were collected in this game. Concretely, the UNC dataset
contains 19,994 images with 142,209 expressions for 50,000
images. The UNC+ dataset has 141,564 expression referring to
49,856 objects in 19,992 images. The UNC+ dataset is similar
to UNC except that no location words are allowed in the
expressions of UNC+, which makes UNC+ more challenging
than UNC. We use the same dataset splits as in [34] for
training, validation, and testing.

The G-Ref dataset was also built upon MS COCO, which
consists of 104,560 expressions referring to 54,822 objects
in 26,711 images. It was collected via Amazon’s Mechanical
Turk instead of the two-player game, resulting in a longer av-
erage expression length (8.43 words) than other datasets (less
than 4 words). We use the same splits as [41].

The ReferIt dataset contains 130,525 expressions referring
to 96,654 distinct region masks from 19,894 natural images. It
was built upon the IAPR TC-12 [44] dataset, which contains
not only the object classes but also the stuff classes such as
sky, ground, water. We use the same splits as in [42].

Evaluation criteria: following the experimental setup of
prior works [9], [26], [1], we adopt the overall intersection-
over-union (IoU) metric and precision metrics to evaluate
the performance of our model. The overall IoU is the to-
tal intersection area divided by the total union area, where
both intersection and union areas are accumulated over all
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TABLE I
COMPARISON OF QUANTITATIVE RESULTS WITH EXISTING STATE-OF-THE-ART METHODS ON FOUR EVALUATION DATASETS USING OVERALL IOU (%).

Type Method Resolution Visual Backbone UNC UNC+ G-Ref ReferIt

val testA testB val testA testB val test

MAttNet [23] ∼ 1000× 600 mrcnn-resnet101(coco-det) 56.51 62.37 51.70 46.67 52.39 40.08 n/a -
TD NMTree [27] ∼ 1000× 600 mrcnn-resnet101(coco-det) 56.59 63.02 52.06 47.40 53.01 41.56 n/a -

MCN [29] 416× 416 DarkNet53(coco-det) 62.44 64.20 59.71 50.62 54.99 44.69 n/a -
CGAN [30] 416× 416 DarkNet53(coco-det) 64.86 68.04 62.07 51.03 55.51 44.06 n/a -

LSTM-CNN [1] 320× 320 FCN-VGG16(voc-seg) - - - - - - 28.14 48.03
RMI [2] 320× 320 DResNet101(voc-seg) 44.33 44.74 44.63 29.91 30.37 29.43 34.40 57.34
KWA [5] 320× 320 DResNet101(voc-seg) - - - - - - 36.92 59.09
DMN [26] 320× 320 DPN92(imagenet) 49.78 54.83 45.13 38.88 44.22 32.29 36.76 52.81
RRN [9] 320× 320 DResNet101(voc-seg) 54.26 56.21 52.71 39.23 41.68 35.63 36.32 63.12
CMSA+DCRF [6] 320× 320 DResNet101(voc-seg) 58.32 60.61 55.09 43.76 47.60 37.89 39.98 63.80

BU STEP [11] 320× 320 DResNet101(voc-seg) 60.04 63.46 57.97 48.19 52.33 40.41 46.40 64.13
CMPC+DCRF [12] 320× 320 DResNet101(voc-seg) 61.36 64.53 59.64 49.56 53.44 43.23 49.05 65.53
LSCM+DCRF [13] 320× 320 DResNet101(voc-seg) 61.47 64.99 59.55 49.34 53.12 43.50 48.05 66.57
CGAN [30] 320× 320 DResNet101(voc-seg) 59.25 62.37 53.94 46.16 51.37 38.24 46.54 -

Ours 320× 320 DPN92(imagenet) 62.36 65.72 57.62 50.18 54.87 43.00 42.06 65.62
Ours 320× 320 DResNet101(voc-seg) 61.84 64.95 57.43 50.38 55.36 42.74 44.53 65.88

“TD” and “BU” denote “Top-Down” and “Bottom-Up” respectively.
“∼ 1000× 600” means resizing the input image to short side 600 pixels, but keeping maximum length within 1000.
“-” denotes no available results; “n/a” indicates that top-down methods do not use the same dataset split as bottom-up methods.
“DPN92(imagenet)” denotes DPN-92 [38] with ImageNet classfication pretrained weights.
“FCN-VGG16(voc-seg) / DResNet101(voc-seg)” denotes FCN-VGG16 [15] / Deeplab ResNet-101 [17] with PASCAL VOC segmentation [39] pretrained weights.
“mrcnn-resnet101(coco-det) / DarkNet53(coco-det)” denotes Mask R-CNN ResNet-101 [28] / DarkNet-53 [40] with MS COCO detection pretrained weights.

the test samples. The precision metrics (prec@X) calculate
the proportion of test samples whose prediction masks have
an IoU score higher than the threshold X , where X ∈
{0.5, 0.6, 0.7, 0.8, 0.9}. Following [5], we use the optimal
threshold of the validation or training set for the final seg-
mentation results when calculating the IoU metric.

Implementation details: following the previous bottom-up
RIS methods [6], [9], we employ DeepLab ResNet-101 [45],
[17] pretrained on Pascal VOC segmentation task [39] as the
visual backbone of SANet. The feature maps of Res-2, Res-3,
and Res-4 are resized to the same scale of Res-4 and combined
as the multi-level visual feature. The output stride of DeepLab
ResNet-101 is set to 16, which means for an input image
resized to 320× 320, the scale of its feature map is 20× 20.
Following [12], [13], we use Glove word embeddings [46]
pretrained on Common Crawl 840B tokens instead of the
randomly initialized ones. And use Mutan [47] fusion to
combine the sentence feature and visual feature in the feature
decoding process. We set the maximum length of referring
expressions to 20. Bi-directional LSTM (Bi-LSTM) [48],
[31] network is adopted for linguistic feature extraction. For
feature dimensions, we reduce the dimension of multi-level
visual features to Cv = 256 and set Cl = Ch = 256.
The dimension of the intermediate feature maps of the CMA
module is set to 256 in the AMTreeGRU module and set
to 48 in the ASC module. The input attention maps of leaf
nodes in AMTreeGRU are filled with zero. We train the
SANet using Adam optimizer [49] with an initial learning
rate of 2.5e−5 for CNN, and 2.5e−4 for the rest modules.
The training is conducted on a workstation with two NVIDIA
GTX 1080Ti GPUs. The batch size is set to 16 on each
GPU. We use sigmoid cross-entropy loss as the loss function
and stop training after 10 epochs. The proposed SANet is
implemented on PyTorch [50] without resorting to any post-

processing techniques such as DenseCRF [51] and reaches a
real-time speed of 32 fps on a single GPU when inference.

B. Comparison with State-of-the-Art

We compare our proposed SANet with ten existing state-
of-the-art bottom-up RIS methods, including LSTM-CNN [1],
RMI [2], KWA [5], DMN [26], RRN [9], CMSA [6],
STEP [11], CMPC [12], LSCM [13], and CGAN [30].
Besides, we also make a comparison with four state-of-
the-art top-down RIS methods, including MAttNet [23],
NMTree [27], MCN [30], and CGAN [30], which rely on the
RIL task and extra object detection datasets for training. We
present the comparison of quantitative results and experimental
settings with the above-mentioned methods in Table I.

For bottom-up methods, most of them use Deeplab ResNet-
101 or FCN VGG-16 [52], [15] pretrained on Pascal VOC
dataset as their visual backbone, except that DMN adopts
DPN-92 [38] pretrained on ImageNet [53]. Besides, the reso-
lution of input images is set to 320×320. For a fair comparison
with these methods, we also adopt the same experimental
settings and reported the quantitative results of our SANet
with two different visual backbones, i.e., DPN-92 and Deeplab
ResNet-101. As shown in Table I, our proposed SANet can
achieve satisfactory performance that is comparable to the ex-
isting bottom-up RIS methods without resorting to extra time-
consuming post-processing, such as DCRF [54]. In particular,
our SANet outperforms the best-performing bottom-up RIS
methods by 0.89%, 0.73%, 0.82%, 1.92% on the val, testA
sets of UNC and UNC+, respectively. The performance on the
challenging dataset UNC+, which contains no location words,
also demonstrates that the proposed SANet can effectively
reason between features of multiple modals by exploring the
structural information implied by natural language.
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TABLE II
ABLATION STUDIES ON THE VALIDATION SET OF UNC+ [34] USING prec@X (%) AND OVERALL IOU (%). ALL THE MODELS USE THE SAME VISUAL

BACKBONE DEEPLAB RESNET-101 AND ASPP DECODER AS THE BASELINE MODEL.

Method prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 overall IoU

1 Baseline (DResNet101+ASPP) 40.96 34.38 27.11 16.24 3.68 39.01

2 +SC 39.81 32.05 24.58 16.13 4.83 40.07
3 +ASC 42.19 35.25 28.12 19.26 5.37 40.62

4 +MGRU 46.59 39.43 30.42 17.21 3.50 43.84
5 +MTreeGRU 52.18 46.63 38.82 25.00 6.23 45.17
6 +AMTreeRNN 48.33 42.02 33.92 21.85 5.24 42.35
7 +AMTreeLSTM 53.12 47.15 38.55 24.30 5.98 45.45
8 +AMTreeGRU 53.93 48.44 40.47 26.26 6.96 46.05

9 +AMTreeGRU+SC 54.51 48.31 41.43 30.61 11.06 46.66
10 +AMTreeGRU+ASC (SANet) 54.95 49.18 41.91 31.17 11.10 47.27

11 SANet+Glove 57.10 51.01 43.74 33.06 12.63 48.56
12 SANet+Glove+Mutan (Ours) 60.82 55.10 47.67 35.93 14.42 50.38

TABLE III
RESULTS OF DIFFERENT VISUAL BACKBONES ON THE VALIDATION SET OF UNC+ [34] IN TERMS OF prec@X (%) AND OVERALL IOU (%).

Visual Backbone #Params Pretrained prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 overall IoU

Deeplab-MobileNetv2 14.39M voc-seg 52.05 44.87 36.16 24.74 6.95 45.73
Deeplab-ResNet50 36.89M voc-seg 55.76 49.67 42.20 31.10 11.90 47.55
DPN-92 48.10M imagenet 60.34 55.01 48.15 36.56 14.31 50.18
Deeplab-ResNet101 55.88M voc-seg 60.85 55.10 47.67 35.93 14.42 50.38

“#Params” denotes the number of parameters of SANet using different visual backbones.
“voc-seg” denotes that the visual backbone is pretrained on PASCAL VOC [39] segmentation task.
“imagenet” denotes that the visual backbone is pretrained on ImageNet [53] classification task.

For top-down methods, they usually rely on the RIL task
for pre-training or multi-task learning and adopt the object
detectors pretrained on a large-scale detection dataset MS
COCO [43] as visual backbones. The scale of MS COCO
(110K images) is much larger than that of Pascal VOC (10K)
used in the bottom-up methods. Besides, the input resolution
of the top-down methods (∼ 1000 × 600 or 416 × 416) is
usually larger than that of the bottom-up ones (320 × 320).
As shown in Table I, CGAN, which is built upon MCN,
provides results using two different experimental settings, i.e.,
top-down and bottom-up. We can find that CGAN in the top-
down setting outperforms the one in the bottom-up setting
by a large margin, which indicates the contribution of a
larger input resolution and the visual backbone pretrained on
COCO detection task. Moreover, the top-down methods are not
applicable to ReferIt dataset since the referred regions might
involve multiple objects, local regions with in a single object,
or stuff regions (e.g., road, river, cloud in sky, etc.). Thus,
the direct comparison between the bottom-up and top-down
methods are not quite fair or appropriate. Nevertheless, our
SANet is still comparable to MCN and even beats NMTree and
MAttNet in the top-down settings. Moreover, under the same
bottom-up setting, it can consistently outperform the CGAN
by a large margin on both UNC and UNC+ datasets.

C. Ablation Studies

We conduct the ablation experiments on the validation
set of UNC+ to verify the effectiveness of the proposed
AMTreeGRU module and ASC module. Table II summarizes

the ablation results in terms of prec@X and overall IoU. We
use DeepLab ResNet-101 and ASPP decoder as the baseline
model (Row 1 of Table II). Moreover, we have also conducted
experiments by replacing the visual backbone in the full model
of SANet (Row 12 in Table II) to evaluate the contribution
of different visual backbones. Table III summarizes the per-
formance achieved by different visual backbones in terms of
prec@X and overall IoU.

Effectiveness of AMTreeGRU: to verify the effectiveness
of the AMTreeGRU module, we conduct the experiments by
adding AMTreeGRU module and its variants to the baseline
model. As shown in rows 4 to 8 in Table II, MGRU refers
to a sequential multimodal GRU module instead of the tree-
structured GRU in AMTreeGRU. MTreeGRU is obtained by
removing the cross-modal attention mechanism from AMTree-
GRU. AMTreeRNN and AMTreeLSTM are obtained by re-
placing the GRU module in AMTreeGRU with vanilla RNN
and LSTM respectively. Specifically, +MGRU improves the
overall IoU of baseline by 4.83% via modeling visual features
with the linguistic feature of each word simultaneously. The
tree-structured +MTreeGRU outperforms +MGRU by 1.33%
in terms of overall IoU, where it parses the referring ex-
pression into a dependency tree and performs multimodal
reasoning in a tree-structured multimodal GRU, which indi-
cates the effectiveness of exploring the structural information
in natural language. By further introducing the cross-modal
attention (CMA) mechanism into MTreeGRU, +AMTreeGRU
improves the overall IoU achieved by +MTreeGRU by 0.88%,
which indicates the effectiveness of CMA mechanism in
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Expression: “black shirt and jeans man face away from camera” 

Expression: “vase with big red roses close to us” 

Expression: “man in gray with arm around”

Original Image Baseline +AMTreeGRU +AMTreeGRU+ASC

(SANet)

Ground Truth

Fig. 4. Qualitative examples of different models from Table II on referring image segmentation. Our proposed SANet generates the segmentation results close
to the ground truth with the help of AMTreeGRU that correctly locates the referred regions and ASC that further refines the spatial details of referred regions.

AMTreeGRU module. Besides, by replacing the GRU mod-
ule in AMTreeGRU with different recurrent neural modules,
we can find that both AMTreeLSTM and AMTreeGRU can
outperform AMTreeRNN by a large margin. Under the same
training iterations, AMTreeGRU can converge slightly better
than AMTreeLSTM with fewer module parameters.

Effectiveness of ASC: we evaluate the effectiveness of the
ASC module using two different base models, i.e., Baseline
(Row 1 in Table II) and +AMTreeGRU (Row 8 in Table II).
+SC and +ASC refer to the base model equipped with skip
connection layer and the proposed attentional skip connection
module respectively. As shown in the Table II, when using
Baseline as the base model, +SC (Row 2) might introduce
irrelevant noise and results in the decrease of precision metrics
at the thresholds from 0.5 to 0.8, while +ASC (Row 3)
consistently improves all precision metrics by 0.87%-3.02%.
When using +AMTreeGRU as the base model, +AMTree-
GRU+ASC (Row 10) consistently improves all precise metrics
by 0.74%-4.91% and overall IoU by 1.22%. Moreover, under
the precision metric, with higher thresholds, the base model
equipped with ASC module achieves more improvements,
which indicates that the semantics-guided low-level feature
introduced by ASC can effectively refine the spatial details of
referred regions. Row 11 and Row 12 show that incorporating
with GloVe word embedding and Mutan fusion scheme can
further boost the performance of the proposed SANet.

Sensitivity to different visual backbones: to evaluate
the contribution of the visual backbone of SANet, we con-
duct the experiments by replacing the Deeplab-ResNet101
used in the full SANet (Row 12 in Table II), including
Deeplab MobileNetv2 [55], Deeplab ResNet50 [45], Deeplab

ResNet101 [45], and DPN-92 [38]. As shown in Table III, the
performance of SANet will increase by adopting a stronger
visual backbone. However, the performance gain of a better
visual backbone is not significant. The Deeplab-ResNet101
can only improve the performance achieved by Deeplab-
MobileNetv2 by 4.65% in terms of overall IoU, while it
costs about four times parameters. Moreover, compared with
Table I, we can find that the SANet with Deeplab-MobileNetv2
can already outperform some methods using stronger visual
backbones, such as CMSA, RRN, DMN, and RMI on the val
set of UNC+. This indicates that the major contribution to RIS
methods comes from a better modeling scheme of cross-modal
features.

D. Qualitative Analysis

Figure 4 shows some qualitative results of referring image
segmentation to further verify the effectiveness of our pro-
posed AMTreeGRU and ASC modules in SANet. As shown
in the figure, the baseline model (Row 1 in Table II) cannot
precisely locate the referred region in the complex scenarios.
Equipped with AMTreeGRU, +AMTreeGRU (Row 8 in Ta-
ble II) can better understand the referring expression and locate
the referred region correctly. However, the boundaries of the
referred region are still not accurate enough. While as shown in
Figure 4, when further equipped with ASC module, +AMTree-
GRU+ASC (Row 8 in Table II) can generate the masks with
better spatial details by further introducing semantics-guided
low-level visual features via the ASC module.

To provide a better explanation of the bottom-up reasoning
process, we visualize attention maps over the nodes of the
parsed dependency tree, and the visualization is shown in

Authorized licensed use limited to: SUN YAT-SEN UNIVERSITY. Downloaded on January 22,2022 at 10:57:26 UTC from IEEE Xplore.  Restrictions apply. 



1520-9210 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMM.2021.3074008, IEEE
Transactions on Multimedia

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9

couch

front part

only the on

arm is

her

her

is

couch

ononly

partfront

arm

the
(a)

(b) (c) (d)

Expression: “front couch only the part her arm is on”Expression: “white car in front of bus”

car

white front
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(a)
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of

busin

white front

car

Fig. 5. Visualization of the attention maps in the bottom-up reasoning process of the AMTreeGRU module. (a) The dependency tree parsed from the referring
expression. (b) Original image. (c) Prediction. (d) The attention maps in the bottom-up reasoning process of the AMTreeGRU module.

Figure 5. Each node of the dependency tree integrates the
attention maps and hidden states of its child nodes and attends
the referred region via reasoning at multiple steps. Specifically,
as shown in the first example of Figure 5, the AMTreeGRU
first locates a rough position of bus according to the nodes “of”
and “bus”. Then the node “front” focuses on the regions in
front of bus by considering the linguistic concept of itself and
the visual context implied by its child nodes. Finally, the root
node “cat” locates the position of the car by considering both
the cues of “white” and “in front of bus”. The second example
shows that the proposed AMTreeGRU first looks for women
and then narrows the attention scope to the region around
the arm of the front woman. Meanwhile, the node “front”
highlights the whole front region of the image including the
couch, women, and table. In the end, the root node focuses on
the regions of couch that the arm touches.

V. CONCLUSION

In this paper, we address the task of referring image
segmentation by leveraging the structural information implied
by natural language expressions using the proposed SANet,
which consists of two major components, i.e., AMTreeGRU
and ASC modules. AMTreeGRU performs interpretable cross-
modal reasoning over a dependency tree parsed from the
referring expression. ASC improves the spatial details of the
referred region by introducing low-level features under the
guidance of high-level semantics. Benefiting from these two
modules, our proposed SANet is comparable to the existing
state-the-art methods on four benchmark datasets. Extensive
ablation experiments have also demonstrated the effectiveness
of our proposed model.
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