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ABSTRACT
Anomaly detection in the city scenario is a fundamental computer
vision task and plays a critical role in city management and public
safety. Although it has attracted intense attention in recent years,
it remains a very challenging problem due to the complexity of
the city environment, the serious imbalance between normal and
abnormal samples, and the ambiguity of the concept of abnormal
behavior. In this paper, we propose a modularized framework to
perform general and specific anomaly detection. A video segment
extraction module is first employed to obtain the candidate video
segments. Then an anomaly classification network is introduced to
predict the abnormal score for each category. A category-sensitive
abnormal filter is concatenated after the classificationmodel to filter
the abnormal event from the candidate video clips. It is helpful to
alleviate the impact of the imbalance of abnormal categories in
the test phase and obtain more accurate localization results. The
experimental results reveal that our framework obtains a 66.41 MF1
in the test set of the CitySCENE Challenge 2020, which ranks first
in the specific anomaly detection task.
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1 INTRODUCTION
With the increasing use of cameras on the road, the smart city
center can collect large amounts of videos. These videos play an
important role in urban management, public safety, traffic control,
environmental protection and other aspects. One of the key tasks of
these videos is to detect abnormal events such as traffic accidents,
crimes or illegal activities. It is unrealistic to extract abnormal events
from such large data by humans because abnormal events rarely
occur compared with normal activities. Therefore, the research
of abnormal event detection is of great significance, which is the
focus of academia and industry. However, due to the complexity
of anomalies in urban scenes and the diversity of backgrounds,
imaging quality and motion, detecting various abnormal events in
these realistic videos is a challenging problem.

A video anomaly detection challenge is held in ACMMultimedia
2020 to address the challenges of anomalous event detection in
real-world scenario. This challenge publishes a new challenging
dataset, namely CitySCENE. CitySCENE is a new video dataset that
consists of more than 1000 untrimmed real-world videos, with 12
realistic anomalies related to public safety and city management,
including accident, carrying, crowd, explosion, fighting, graffiti,
robbery, shooting, smoking, stealing, sweeping, and walkingdog.
This dataset and challenge serve as a common tool for researchers
to benchmark their algorithms with each other and thus contribute
to reproducible research.
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To deal with the above challenge, we design a modularized frame-
work for city anomaly detection. The modularized framework con-
tains a video segment extraction module, an anomaly classification
module and a category-sensitive abnormal filter. The video segment
extraction module first splits the video into several nonoverlapping
video segments. Then an abnormal classification module utilizes
the temporal segment network with temporal shift module to pre-
dict the abnormal score of the corresponding video segments. A
category-sensitive abnormal filter strategy is employed to process
the model outputs to obtain the final localization results.

The contributions of this work are summarized as follows:
•We design a modularized framework for city anomaly detec-

tion. This framework can address the general and specific anomaly
detection tasks under a unified framework.

• A category-sensitive abnormal filter is designed to select the
abnormal event from the candidate video clips. It contributes to
alleviate the impact of the imbalance between abnormal categories
and the normal ones at the testing stage and obtain more accurate
localization results.

• Experimental results on CitySCENE Challenge 2020 demon-
strate that our method outperforms other competition methods,
and rank first in the specific anomaly detection task.

The source code of the two versions including general anomaly
detection and specific anomaly detection has been made public at
https://github.com/WuJie1010/CitySCENE2020-Anomaly-Detection.

2 RELATEDWORK
As a most challenging task in the computer vision field, anomaly
detection in the city scenario has been extensively studied in the last
ten years [2–4, 6, 7, 10, 11, 14, 17–20]. Sultani et al. [14] collect the
UCF-Crime [14] dataset that contains a series of videos from diverse
categories in complicated surveillance scenarios. Sultani et al. [14]
first propose the task of weakly supervised anomaly detection
that merely resorts to video-level labels to learn anomaly. They
simultaneously take advantage of both normal and abnormal videos
to optimize the detection model. NVIDIA AI CITY CHALLENGE [8,
12, 13] have attracted considerable interests, which contributes to
fine-grained anomaly detection in actual traffic accident scenarios
and promoting the development of intelligent transportation.

In this paper, we design a modularized framework for city anom-
aly detection. This framework can address the general and specific
anomaly detection tasks under a unified framework. Our proposed
method achieves 66.41 mean F1 score and ranks the first place
among all the participant teams in the specific anomaly detection
task of the CitySCENE challenge.

3 METHODOLOGY
3.1 Problem Formulation
Task 1: General AnomalyDetection. General anomaly detection
aims to predict frame-level probability to indicate the occurrence
of abnormal events. Taking a video 𝑉 as inputs, this task requires
to output the abnormal probability 𝑝𝑎 (𝑖) for each frame 𝑖 . In this
paper, we feed the particular video segment to the model and output
the abnormal probability for this segment, and the frames within
this segment share the same abnormal probability.

Task 2: SpecificAnomalyDetection. The specific anomaly detec-
tion task aims to output a video segment [ 𝑗, 𝑘] ( 𝑗 and 𝑘 indicate the
start and end clip indices respectively) that semantically matches
the specific abnormal event. It is worth noting that the training set
of the CitySCENE is trimmed, while the testing set is untrimmed.
This poses a difficulty for our task, i.e, how to use the abnormal
concepts learned in the trimmed video to analyze the untrimmed
video. In this work, we address the issue by designing a modular-
ized framework. A video segment extraction module first splits the
video into several non-overlapping video segments. Then an abnor-
mal classification model is pre-trained and predicts the abnormal
score of the corresponding video segments. A category-sensitive
abnormal filter strategy is employed to process the model outputs
to obtain the final localization results.

3.2 Modularized Framework
Video Segment Extraction. Following the common-used formu-
lation, we represent a video 𝑉 by 𝑁 clips {𝑉1,𝑉2, ...,𝑉𝑁 }, each clip
corresponds to a small chunk of sequential frames [16]. In our work,
each video chunk contains 16 frames, and there is no intersection
between each chunk.
Abnormal Classification Network. In our task, city abnormal
events are divided into 12 categories, namely, accident, carrying,
crowd, exploration, fighting, graffiti, robbery, shooting, smoking,
steaming, sweeping, walking. We design a classification model to
distinguish the abnormal category from the normal ones. Specifi-
cally, we take the temporal segment network [15] to perform the
anomaly classification task. In order to speed up the prediction
of the classification task, we introduced the temporal shift mod-
ule (TSM) [9] that effectively model temporal concepts by moving
feature mapping along the temporal dimension. It does not need
additional calculation costs on the basis of two-dimensional (2D)
convolution but has a strong ability of time modeling. In this paper,
we leverage the bidirectional TSM combines past and future frames
and current frames, which is suitable for high throughput offline
video recognition. The partial shift strategy is used in the TSM to
significantly bring down the memory movement cost. To balance
the model capacity for spatial feature learning and temporal feature
learning, the TSM is incorporated into a residual block. The residual
shift can address the degraded spatial feature learning issue, as all
the information in the original activation is still accessible after the
temporal shift through identity mapping. In short, we construct the
whole detection framework with ResNet-50 backbone and 8-frame
input using no shift, 1/4 partial shift.
Category-Sensitive Abnormal Filter. During the training, the
number of training samples of different abnormal categories has
a significant impact on model training. We do not adopt methods
like class-based weight or focal loss to adjust in the training stage.
We design a category-sensitive abnormal filter that consists of a
threshold lookup dictionary, which is pre-defined based on the
number of different abnormal categories in the training set.

In the testing phase, we directly obtain the abnormal probability
𝑝𝑎
𝑖
of each frame by :

𝑝𝑎𝑖 = 1 − 𝑝𝑛𝑖 , (1)

where 𝑝𝑛 denotes the output probability of the normal event cate-
gory. For specific anomaly detection, we first obtain the probability
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TSN+TSM TSN+TSM TSN+TSM TSN+TSM TSN+TSM TSN+TSM

VIDEO

Video Segment Extraction

Category-Sensitive Abnormal Filter

Localization Results

Figure 1: The architecture of the proposed modularized framework. The framework consists of three modules: video segment
extraction, anomaly classification network (TSN+TSM) and category-sensitive abnormal filter.

of the abnormal category of each segment in the video (remove the
normal event), then perform a softmax operation:

𝛼𝑐 =
𝑝𝑐
𝑖∑

𝑐∈A 𝑝
𝑐
𝑖

, (2)

where 𝑐 and 𝛼𝑐 denotes a specific category and the correspond-
ing abnormal probability. A is the category space that contains 12
anomalies. The max category abnormal score is compared with the
pre-defined threshold lookup dictionary 𝐷 (𝑐) of class-sensitive ab-
normal filter to determine whether the video segment corresponds
to the anomaly or filter it. Finally, the remaining video clips will be
regarded as the localization result:{

𝑐, max(𝛼𝑐 ) >= 𝐷 (𝑐)
𝑁𝑜𝑟𝑚𝑎𝑙, max(𝛼𝑐 ) < 𝐷 (𝑐)

(3)

This category-sensitive abnormal filter contributes to alleviate
the impact of the imbalance of abnormal categories at the testing
stage and obtain more accurate localization results.

4 EXPERIMENTS
4.1 Datasets and Evaluation Metrics
Datasets. The training set in the CitySCENE consists of 758 normal
and 1319 anomalous videos. The videos in the training set are
trimmed manually and the annoation labels are at video-level. The
testing set includes a set of untrimmed videos, where anomaly
mostly occurs for a short period of time.
Evaluation Metrics.
Task 1: General Anomaly Detection. The frame-based ROC
curve and AUC are adopted to validate the performance of the
proposed method. An ROC space is defined by FPR and TPR as x
and y axes, respectively, which depicts relative trade-offs between
true positive (tp) and false positive (fp). The FPR and TPR are com-
puted as following:

𝐹𝑃𝑅 =
𝑡𝑝

𝑡𝑝 + 𝑓 𝑛
, 𝑇𝑃𝑅 =

𝑓 𝑝

𝑓 𝑝 + 𝑡𝑛
. (4)

Task 2: Specific Anomaly Detection. We use frame-based F1-
score as evaluation metric to evaluate the performance of the

Anomaly Category Number Anomaly Category Number
Accident 57 Carrying 85
Crowd 68 Explosion 210
Fighting 264 Graffiti 103
Robbery 171 Shooting 75
Smoking 89 Stealing 30
Sweeping 98 Walkingdog 69

Normal events 758

Table 1: Number of diffenent anomalies and normal event
in the training set.

method. For each predefined class c, we calculated the precision
and recall from the results and get the F1-score. The class-based
precision and recall is defined as:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑐 =
𝑡𝑝𝑐

𝑡𝑝𝑐 + 𝑓 𝑝𝑐
, 𝑟𝑒𝑐𝑎𝑙𝑙𝑐 =

𝑡𝑝𝑐

𝑡𝑝𝑐 + 𝑓 𝑛𝑐
. (5)

The classbased F1 score is defined as:

𝐹1𝑐 = 2 ∗ 𝑝𝑟𝑒𝑐 ∗ 𝑟𝑒𝑐𝑐
𝑝𝑟𝑒𝑐 + 𝑟𝑒𝑐𝑐 . (6)

Then the final macro-averaging F1-score is calculated by averag-
ing the F1-score of each class to evaluate the total performance of
methods on all classes:

𝑀𝐹1 = −
∑
𝑐∈𝐶

𝐹1𝑐

𝑁
, (7)

where 𝑁 is the number of the anomaly classes, i.e, 12.

4.2 Implementation Details
We fine-tune our anomaly detection model from Kinetics [1] pre-
trained weights and freeze the Batch Normalization [5] layers. We
use 5-fold cross-validation to train the detection model. The final
prediction result is the ensemble result of the prediction scores of
the five models, that is to average the probability of the five pre-
dictions. In this paper, the threshold lookup dictionary of category-
sensitive abnormal filter is defined as follows: accident:0.2, carry-
ing: 0.2, crowd: 0.1, explosion:0.2, fighting:0.2, graffiti:0.1, robbery:
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Figure 2: Anomaly detetcion and temporal localization results. The orange box represents the final localization result.

Rank Team Name AUC
1 BigFish 89.2
2 MonIIT 87.94
3 DeepBlueAI 86.85
4 SYSU-BAIDU 86.52
5 UHV 85.37
6 GOGOGO 84.09
7 ActionLab 70.92
8 Orange-Control 31.65

Table 2: The performance comparison (in %) of the state-of-
the-art methods in the task 1: general anomaly detection.

Rank Team Name MF1
1 SYSU-BAIDU 66.41
2 BigFish 62.11
3 GOGOGO 52.33
4 MonIIT 45.52
5 Orange-Control 40.42
6 UHV 38.36
7 ActionLab 22.2

Table 3: The performance comparison (in %) of the state-of-
the-art methods in the task 2: specific anomaly detection.

0.3, shooting: 0.3, smoking:0.3, stealing:0.2, sweeping: 0.2, walking-
dog:0.2.

4.3 Comparison with the State-of-the-art
We evaluate our method on two required tasks on the CitySCENE
testing set and compare it with several state-of-the-art methods in
Table 2 and 3. As shown in Table 2, we achieve 86.52 AUC in the

general anomaly detection task, which shows that our proposed
method is competitive and rank fourth among all the contestants.
The final leaderboard results for specific anomaly detection among
all the teams are shown in Figure 3, we achieve 66.41 MF1 and rank
the first place among all the participant teams. Specifically, our
method boosts theMF1 from 62.11% to 66.41%, with an improvement
of 4.3% compared with the second-ranked model.

4.4 Qualitative Visualizations
We illustrate four qualitative results in Figure 2 to show the anom-
aly detection and temporal localization results of the proposed
algorithm. We observe that our algorithm can accurately predict
the abnormal probability for each frame and localize the abnormal
event. It demonstrates the effectiveness of the proposed algorithm.

5 CONCLUSIONS
We propose a modularized framework that resorts to address the
anomaly detection tasks in the city scenario. The modularized
framework consists of three modules: video segment extraction,
abnormal classification network and category-sensitive abnormal
filter. A video segment extraction module is employed to obtain
the candidate video segments. Then the abnormal classification
network is introduced to predict the abnormal score of each cat-
egory. A category-sensitive abnormal filter is concatenated after
the detection model to filter the abnormal event from the video
candidate clips. Extensive experiments show that our approach
establishes new state-of-the-art performance, i.e., 66.41 MF1 on the
specific anomaly detection task in CitySCENE Challenge 2020.
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