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ABSTRACT 

Predicting face attributes in images is challenging due to complex 

face variations. We observe that the signals of some attributes are 

strong in roughly fixed facial area. In this paper, we propose a 

deep multi-task cascaded network for face attributes recognition, 

which is trained in an end-to-end way by the combination of 

attribute-associated region discovery and attribute prediction 

together. Associated region is mapped by the first sub-network, 

which is a fully convolutional network (FCN). Then the second 

sub-network takes the arbitrary-sized associated regions as input. 

We use RoI pooling to transform them into a uniform-sized region, 

and train the whole model by stochastic gradient descent (SGD). 

We also introduce several useful training strategies, including the 

batch sampling and the early stopping. We adopt sample 

augmentation for the balance of positive and negative training 

data in batch sampling. We involve the early stopping to terminate 

the iterations flexibly for each attribute in case of the model 

deviation caused by the overfitting of easy attributes. We evaluate 

our model on two widely used attributes recognition databases, 

and the experimental results demonstrate that the performance of 

our approach is better than other state-of-the-art methods on the 

most of face attributes.  
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1. INTRODUCTION 
Recognizing face attributes, such as age, gender, expression, and 

hair style, is very useful in many applications, such as face images 

retrieval, security surveillance monitoring, human-computer 

interactive system, and intelligent advertisement system. However, 

predicting face attributes in images is challenging, because of 

complex face variations, such as poses, scales, occlusions, and 

illuminations.  

We observe that the signals of some attributes are strong in 

roughly fixed facial area. For example, the information of wearing 

hat on the top of head is stronger than other area. Only taking the 

region of top head into account is less noisy than take whole 

image, so the performance will be better. Therefore, localizing 

those associated regions of attributes may benefit the predicting. 

Some local region models also pay their attentions on this 

problem. For example, the FaceTracer [1] recognized face 

attributes by extracting hand-crafted features from ten hand-

labeling face parts. Kumar et al. [2] predicted face attributes by 

concatenating low-level features of different face regions. Zhang 

et al. [3] inferred human attributes by combing part-based models 

and deep learning, which employed hundreds of poselets [4] for 

aligning of human body parts. However, these part-based methods 

are limited by their low-level features, hand- labeling regions, or 

constrained environment.  

To this end, we propose a multi-task cascaded network for face 

attributes recognition, which discovers attribute associated region 

and predicts attributes at the same time. This model consists of 

two deep convolutional neural networks that are responsible for 

two tasks respectively. As shown in Figure 1, the first sub-

network discovers attribute associated region via a weakly 

supervised learning, i.e. only using the existence information of 

attribute label, while the second sub-network takes the region of 

interest (RoI), i.e. the output region of the first sub-network as 

input, and predicts attribute on it. These networks are designed to 

share their convolutional features and trained in an end-to-end 

way. In Figure 1, the connected convolutional layers are 

designated “CONVs” for conciseness. Multitask Learning usually 

learns tasks in parallel using a shared representation and aim to 

help other tasks be learned better by what is learned from each 

task [5]. Our method is different from them. In our method, the 

second task depends on the output of the first one; two tasks are in 

a cascaded form. 

 

Figure 1. The proposed pipeline of multi-task cascaded 

attribute inference. 
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Associated region is mapped by a fully convolutional network 

(FCN) [6], which produces region response maps directly from 

raw images without relying on any pre-process. FCNs are 

designed to predict a category label for each pixel. The filtering 

value by convolution shows the associated degree, we call it 

response value. The larger the response value, the greater the 

likelihood of an attribute exist. We map the point which response 

values larger than certain threshold back to original image, and 

the minimal rectangle is looked as the associated region.  

Then the second sub-network takes the arbitrary-sized output 

region of task one as input for further recognition, so it is 

necessary to transform the region into a uniform-sized. We use 

RoI pooling [7] to reshape the region, which produces a fix-sized 

patch by a bilinear interpolation function. We train the whole 

model by stochastic gradient descent (SGD) and use the Caffe 

library [8]. 

The main contributions of this work are summarized as follows. 

(1) We propose a novel deep multi-task cascade model for face 

attributes recognition. Two cascaded tasks are trained in an end-

to-end way. To the best of our knowledge, it is the first work to 

recognize face attributes based on the learned associated region. 

We train the proposed model using a novel RoI pooling operation 

to transform the associated region into fixed size. And several 

carefully designed training strategies are introduced, such as batch 

sampling and early stopping mechanism. (2) We evaluate our 

model on LFWA and CelebA databases, and the experimental 

results demonstrate the effectiveness of our approach. 

2. RELATED WORK 
The attributes recognition is always the hot research issue in the 

vision literature, such as face attributes and human attributes. For 

face attributes recognition, the early researches focus on single or 

few attribute by hand-crafted features. Hand-crafted features like 

principal component analysis (PCA) [9], histogram of oriented 

gradient (HOG) [10], local binary pattern (LBP) [11], and Gabor 

wavelet, discrimination methods like support vector machine 

(SVM), Adaboost, linear discriminant analysis (LDA) and their 

variations are widely used in the face attributes recognition, such 

as gender [12], race [13], expression [14], and age [15]. Kumar et 

al. [2] extracted HOG-like features on different face regions for 

face attributes recognition. Guo et al. [16] estimated age, gender 

and race jointly by canonical correlation analysis (CCA). Bourdev 

et al. [17] extracted higher-level information by a three-level 

SVM system.  

Instead of using hand-crafted features, deep CNN learns features 

from raw images directly, and it has made impressive progress in 

image classification, object detection, semantic segmentation, face 

recognition, and many other vision tasks. Recently, more and 

more researchers have involved in multi-attributes recognition by 

using the deep learning methods. Zhang et al. [3] showed the 

substantial improvement on attribute classification tasks by 

training pose-normalized CNNs. Luo et al. [18] proposed a sum-

product network for fifteen attributes recognition. Li et al. [19] 

divided the face into 6 parts based on 36 landmarks for age and 

gender recognition. Zhao et al. [20] presented a peak-piloted deep 

network for facial expression recognition, which trained by peak 

gradient suppression, that is, only kept the gradients to the 

features of the non-peak expression. Liu et al. [21] predicted 

abundant face attributes by deep network without using face or 

landmark detector. 

3. OUR APPROACH 

3.1 Network Architecture 
Our multi-task cascaded model consists of two sub-networks; they 

are responsible for associated region mapping and attributes 

recognition tasks. The detail is shown in Figure 2, which is 

realized using Caffe model. The upper and lower parts correspond 

to the realization of two tasks respectively. The first two 

convolutional layers are shared by all attributes. For task one, first 

five layers are similar to AlexNet [22], after that, two more 

convolutional layers are appended. The square in conv3 is the 

interesting region, which is mapped by conv7, the last response 

layer. Task two conducts the RoI pooling on the associated region 

first, and then employs a global max-pooling after conv7. At last, 

the outputs of these two tasks are concatenated together as a 

vector, and we finally obtain the attribute prediction by making 

the vector multiply the parameters and add the bias. The model 

parameters are shown in table 1. Pre-training the network of task 

one till the model is convergent before the jointly training with 

task two.  

 

Figure 2. The network architecture. 

Table 1. The network parameters 

 
Layer 

Type 

Channel 

No. 

Kernel 

Size 
Stride Padding 

Output 

Size 

All 

attributes 

shared 

conv1 96 11 4 0 54 

pool1 96 3 2 0 27 

conv2 256 5 1 2 27 

pool2 256 3 2 0 13 

Two task 

shared 
conv3 384 3 1 1 13 

Task one 

conv4 384 3 1 1 13 

conv5 256 3 1 1 13 

conv6 64 3 2 0 6 

conv7 2 3 1 0 4 

Task two 

conv4-t2 128 3 1 1 5 

conv5-t2 64 3 1 1 5 

conv6-t2 1 1 1 1 5 

3.2 Associated Region Mapping 
The first sub-network produces region response map directly from 

raw images via FCNs, and the associated region is learned by only 

using the attribute label as weak supervised information due to the 

absence of ground truth region information. The destination is 

making the response values as large as possible if attribute label is 

1, while making it as small as possible if attribute label is 0. 

Therefore we define the loss function as: 

 min max (1(y 1) (x ) 1(y 0)(1 (x ))),j j j i j j ii
r r      (1) 



where (x )j ir is the j-th output of conv7 for sample xi
. Suppose 

 is all the network parameters to be optimized, and the 

associated region R is function of . Eqn. (1) can be simplified as: 

 
1 1(R( )).L L  (2) 

The associated region is obtained by mapping the output points, 

those response values of conv7 lager than threshold  , back to the 

original image, that is, computing the receptive field. Figure 3 

illustrates the relationship between the receptive fields and the 

outputs. For example, there are two convolution layers with two 

kernels of 5×5 and 7×7 receptively. The receptive field of a 

response 1×1 in layer 3 is a patch with size 7×7 in layer 2, and 

the receptive field of the 7×7 patch in layer 2 is a patch with size 

11×11 in layer 1. For convolutional layer and pooling layer, the 

receptive field can be obtained by
1( 1)i i i ir s r k    , where 

ir

denotes the receptive field in i-th layer, 
is is the stride, 

ik is he 

kernel size. For ReLU layer, the receptive field is computed by

1i ir r  . 

 

Figure 3. An example of receptive field. 

The associated region is used as input for task two directly, if the 

region location is deviated from the truth, attribute recognition 

will be wrong. In order to avoid this problem and increase the 

reliability of location, we adopt the average associated region for 

revision. We train the first sub-network standalone, then input 

abundant aligned face images with same attribute into it, and the 

average of these outputs is used as the average associated region.  

3.3 Region Attributes Recognition 
The second sub-network takes the shared convolutional features 

and the associated region as input. Firstly, we reshape the input 

region into same size using the RoI pooling. It can be formulated 

as: 

 ( ) G(R( )) ( ).RoIF F    (3) 

Here G represents the cropping and warping operations, which is 

the bilinear interpolation function, and can transform a proposed 

region from size of w h to size of w' h' . A ( )R  is the region of 

interesting, ( )F   is the feature map and RoIF is the RoI warping 

output. The RoI warping operation performs on each channel 

respectively. There is a max-pooling operation after the RoI 

warping, so we name this layer as RoI pooling layer. After RoI 

pooling, then we append 3 convolutional layers and a global max-

pooling layer for attribute prediction. The cross-entropy loss 

function is used for attribute prediction. It is formulated as: 

 (x,y) log(p(x )) (1 )log(1 p(x )),i i i ii
y y   H  (4) 

where (x , y )i i
is the i-th training sample with label y, p(x )i

represents the posterior probability of xi
having this attribute. 

And p(x )i
 is formulated as

(x )

1
p(x )

1 i
i fe



, (x )if denotes the 

output value of image xi
. Eqn. (4) can also be simplified as the 

function of the network parameters : 

 
2 2( ( ) | R( )).P  L L  (5) 

Two tasks in our model are associated, where the second task 

depends on the first task’s output. And all of the operations are 

differentiable, therefore, we can train the model in an end-to-end 

way. The whole loss function is shown below. 

where  and  are the weights of two tasks. 

3.4 Model Training Strategies 
There are several useful training strategies for our model, 

including the batch sampling and the early stopping. 

3.4.1 Batch Sampling 
The distributions of positive and negative samples for a same 

attribute are very different. For example, the number of male and 

female is almost same for gender. But for bald, goatee, and 

wearing hat/glasses, it is significant different. The number of 

negative samples is much larger than that of negative samples. If 

we directly used them for training, it will result in the deviation of 

model due to the scarcity of certain type samples. Therefore, it is 

necessary to balance the positive and negative samples in a batch. 

To this end, we adopt samples augmentation and proportion 

balancing. Samples augmentation is carried out on images having 

few instances for certain attribute. We crop patches with same 

size on original image. Suppose the original size is H W , we 

crop patches those taking the points that distance to the original 

center in the range of [ 0.05H,0.05H] [ 0.05 ,0.05 ]W W    as new 

center, and then reflect these patches horizontally for double 

augmentation. For proportion balancing, we fix the proportion of 

positive and negative numbers as 1:1 in a batch. 

3.4.2  Early Stopping 
If all of the attributes training terminated at the same iterations, it 

tends to result in over-fitting for easy attributes while still is not 

convergent for hard attributes. Furthermore, the over-training on 

some irrelevant attributes also makes the representation ability of 

shared features declined. Therefore, we involve the early stopping 

to terminate the iterations. Evaluate the loss per mini-batch, and 

find the threshold  as the termination condition when the losses 

are vibrated in a certain range. The gradient doesn’t pass back for 

propagation while the loss is lower than  , and training on 

current attribute stop accordingly. 

4. EXPERIMENTS 
We evaluate the performance of our approach on two different 

databases: LFWA and CelebA [21]. LFWA has 13, 233 images of 

5, 749 identities. CelebA contains 10 thousand identities, each of 

which has 20 images. There are 200 thousand images totally. Each 

image in LFWA and CelebA is annotated with 40 face attributes 

and 5 landmarks.  Following the settings of paper [21], we divide 

the CelebA into 3 parts, 80% is training set, 10% is validation set 

for parameters determining, and the rest of 10% is testing set. For 

the LFWA, half images for training and halt for testing. 

 
1 2(R( )) ( ( ) | R( ))P     L L L , (6) 



The proposed method is compared with FaceTracer [1], PANDA 

[3], and ANet+LNet [21]. PANDA has two settings, PANDA-w 

and PANDA-1 like paper [21] considered. The experimental 

results of FaceTracer and PANDA are come from paper [21]. 

ANet+LNet extracts learned-features by three cascaded CNNs and 

adopts SVM for attributes recognition. 

We train the model using a PC with Core i7-3770K 3.50 GHz 

CPU, Nvidia GeForece Titan X GPU and 16GB memory.  

We first show the performance of attribute prediction of our 

model. The prediction accuracies are reported in Table 2, where 

twenty attributes we think they are more meaningful than others 

are shown. On CelebA, the average accuracies of FaceTracer, 

PANDA-w, PANDA-1, ANet+LNet and our method are 81, 79, 

85, 87 and 90.2 respectively, while the corresponding accuracies 

on LFWA are 74, 71, 81, 84 and 87.8 percent. Our method 

outperforms ANet+LNet by 3.7% and 4.5% on CelebA and 

LFWA respectively. 

Then we demonstrate the effectiveness of our model. To show 

how the associated region improves the accuracies, we finish the 

experiment only using the whole face image without the 

associated region location sub-network. The average accuracies 

on CelebA and LFWA are 89 and 86.3 respectively. The 

associated region location improves the accuracies by 1.3% and 

1.7% correspondingly. 

Table 2. Performance comparison 
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CelebA 

Face Tracer 78 89 70 80 60 80 98 93 85 91 87 91 64 89 63 73 73 89 68 80 81 

PANDA-w 77 92 74 81 69 76 94 86 84 93 82 83 62 89 67 76 72 91 67 77 79 

PANDA-1 81 96 85 93 77 86 98 93 90 97 93 93 65 92 69 77 78 96 67 84 85 

ANet+LNet 81 98 88 95 80 90 99 95 90 98 92 95 66 92 73 80 82 99 71 87 87 

Ours 82 98 88.4 94.9 83.5 89.6 99.6 97 91.3 97.8 93.7 96.3 75.1 92.2 81.8 84.9 87.6 99 84.9 86.1 90.2 

LFWA 

Face Tracer 71 77 76 88 62 67 90 69 88 84 77 83 66 78 67 62 88 75 81 80 74 

PANDA-w 70 82 78 87 65 63 84 65 86 86 74 77 64 77 68 63 85 78 79 76 71 

PANDA-1 81 84 87 94 74 79 89 75 93 92 78 87 72 89 73 75 92 82 86 82 81 

ANet+LNet 83 88 90 97 77 82 95 78 95 94 82 92 74 91 76 76 94 88 88 86 84 

Ours 85.5 95.1 91.1 95.9 79.1 84.3 98.9 80 94.9 95.1 83.6 92.8 78.5 91.6 73.5 75.7 92.9 92.3 88.2 87.7 87.8 

Recall that we adopt the average associated region for better 

accuracy. The average associated region comes from the output of 

abundant aligned face images passing through the pre-trained 

network. We think the associated region is more reliable after the 

revision by attribute’s average associated region. Figure 4 

demonstrates the effectiveness of it on eyeglasses and male 

attributes. For figure 4, (a) is the original image; (b) is the 

response image without using average associated region; (c) is 

associated region mapping; (d) is the response image using 

average associated region; (e) is the revised associated region 

mapping. It is obvious that the location of revised associated 

region is more accurate. 

 

Figure 4. The effectiveness of average associated region.  

5. CONCLUSION 
This paper has proposed a novel deep multi-task cascaded 

network for face attributes recognition. It discovers the potential 

associated region of attribute and predicts attribute at the same 

time. Experiments demonstrate the effectiveness of this model. 

The performance of our approach is better than other state-of-the-

art methods on most of 20 face attributes. We have also 

introduced some important training strategies on model learning. 

We believe that our method can be easily transformed into other 

recognition problems that are associated with certain region on 

computer vison area. And we will pay our attentions to it in future.  
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