
See discussions, stats, and author profiles for this publication at: https://www.researchgate.net/publication/257627085

Salient object detection based on regions

Article  in  Multimedia Tools and Applications · February 2014

DOI: 10.1007/s11042-012-1040-1

CITATIONS

11
READS

217

5 authors, including:

Some of the authors of this publication are also working on these related projects:

Deep Structured Scene Parsing by Learning with Image Descriptions View project

Image Saliency View project

Xiaocong Zhou

Sun Yat-Sen University

23 PUBLICATIONS   62 CITATIONS   

SEE PROFILE

All content following this page was uploaded by Xiaocong Zhou on 07 June 2015.

The user has requested enhancement of the downloaded file.

https://www.researchgate.net/publication/257627085_Salient_object_detection_based_on_regions?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_2&_esc=publicationCoverPdf
https://www.researchgate.net/publication/257627085_Salient_object_detection_based_on_regions?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/project/Deep-Structured-Scene-Parsing-by-Learning-with-Image-Descriptions?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/project/Image-Saliency?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_9&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaocong-Zhou?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaocong-Zhou?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_5&_esc=publicationCoverPdf
https://www.researchgate.net/institution/Sun_Yat-Sen_University?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_6&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaocong-Zhou?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_7&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Xiaocong-Zhou?enrichId=rgreq-6d9dae0104bfaa51a82788ed20a23322-XXX&enrichSource=Y292ZXJQYWdlOzI1NzYyNzA4NTtBUzoyMzc3MDA4MjU0ODEyMTZAMTQzMzY4MzcwMTExOA%3D%3D&el=1_x_10&_esc=publicationCoverPdf


Salient object detection based on regions

Zhuojia Liang & Mingjia Wang & Xiaocong Zhou &

Liang Lin & Wenjun Li

Published online: 25 March 2012
# Springer Science+Business Media, LLC 2012

Abstract Salient object detection aims to automatically localize the attractive objects
with respect to surrounding background in an image. It can be applied to image
browsing, image cropping, image compression, content-based image retrieval, and etc.
In the literature, the low-level (pixel-based) features (e.g., color and gradient) were
usually adopted for modeling and computing visual attention; these methods are
straightforward and efficient but limited by performance, due to losing global organi-
zation and inference. Some recent works attempt to use the region-based features but
often lead to incomplete object detection. In this paper, we propose an efficient
approach of salient object detection using region-based representation, in which two
novel region-based features are extracted for proposing salient map and the salient
object are localized with a region growing algorithm. Its brief procedure includes: 1)
image segmentation to get disjoint regions with characteristic consistency; 2) region
clustering; 3) computation of the region-based center-surround feature and color-
distribution feature; 4) combination of the two features to propose the saliency map;
5) region growing for detecting salient object. In the experiments, we evaluate our
method with the public dataset provided by Microsoft Research Asia. The experimen-
tal results show that the new approach outperforms other four state-of-the-arts meth-
ods with regard to precision, recall and F-measure.
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1 Introduction

Studies on visual attention [16] show that given an image the human brain and nervous
system usually more concerns about certain objects, referred as salient objects. Salient
objects detection is an important research topic and can be applied to image retrieval [8,
9], image compression [24], image browsing [19, 20], image cropping [27], and many other
fields [13, 14, 32].

In general, salient object detection consists of two steps: the computation of the saliency
map, and the output of the salient object. The saliency map indicates the saliency of each
pixel in an image. Based on the saliency map, some filtering rules or selection strategies are
applied to extract the salient object.

Early researches on salient object detection got the saliency map from the visual attention
model directly. Itti and Koch [6] proposed a visual attention model, which was the realiza-
tion and extension of a second biologically plausible architecture built by Koch and Ullman
[10]. The low level characteristics of an image making a pixel salient are discussed in [22,
23, 31]. In 2001, Itti and Koch surveyed on the bottom-up model of visual attention [5], and
illustrated five trends of the visual attention model. On the contrary, top-down approaches
[3, 7, 28] are object-oriented and make use of prior knowledge about the scene or the context
to identify the salient regions. The integration of top-down and bottom-up approaches were
discussed in [15, 21, 35].

Ma and Zhang proposed a feasible and fast approach [18] to attention area detection
based on contrast analysis. By analyzing the log-spectrum of an input image, the method in
[4] extracted the spectral residual of an image in spectral domain, and proposed a fast
method to construct the corresponding saliency map in spatial domain. In [16], Tie etc.
proposed a set of novel features including multi-scale contrast, center-surround histogram,
and color spatial distribution to describe a salient object locally, regionally and globally. A
Conditional Random Field is learnt to effectively combine these features for salient object
detection. Gopalakrish nan etc. presented a robust salient region detection framework based
on the color and orientation distribution in an image [33].

These afore mentioned approaches for salient object detection adopt low-level (i.e. pixel-
based) features, whereas the following are based on region or object representations. Thomas
et al. proposed a region-oriented visual attention framework [29]. In [30], the saliency map
with region information from image segmentation was further enhanced and the most salient
region (proto-object) was selected. Then, regions were organized using perceptual group-
ings, and their pop-out sequence was determined. On the basis of [16], Zhuang proposed a
new salient object detection algorithm based on segments [11].

Although existing salient object detection approaches perform well in many cases,
they fail to find out the complete salient object in some situations due to the intrinsic
weakness in these approaches. These methods are lack of global organization and
inference which is an important feature in human visual system. For human visual
perception, homogeneous regions should have the same saliency, but the saliency maps
may not. For example, the salient object in Fig. 1(a) should be the whole red leaf, so
the leaf should have the same saliency. But it is easy to observe from the saliency
image in Fig. 1(c), (saliency is represented by the intensity) that the lower right corner
is less salient than other part of the leaf. This is the general drawback of many pixel-
based methods. Recently a few region-based salient object detection approaches were
proposed to overcome this kind of weakness. But these approaches led to similar results
as the pixel-based methods because they also are lack of global organization and
inference.
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So we need global grouping and inference as human visual system. We can compute the
saliency based on regions and let regions become the basic computing units. Furthermore, a
salient object may consist of one or more homogeneous region(s). While processing the
output of the salient object, we can restore the whole object by merging the homogeneous
regions. Therefore, the salient object detection algorithm makes use of homogeneous regions
as the basic computing units. Region-based salient object detection can solve the problem
that the pixels in the homogeneous regions have different saliency. At the output processing,
it can restore the salient object more accurately and improve efficiency.

Some salient object detection methods(as [16, 29]) only compare with the neighboring
regions when computing the region saliency. The resulting regional features then cause the
saliency computation sink into the local regions. Due to the lack of high level or global
features, regions with high saliency are found out to be obvious background regions. As
shown in Fig. 1(b), the leaf fails to be the salient object. The failure in this case indicates that
not only local features but also global features are needed.

From above, we need more effective region-based features. So two basic saliency
features are proposed in this paper: area and position. A saliency survey is conducted
to justify that the area and position of a region hold an important impact on saliency.
The survey also quantifies the impact by the probability distribution of the area and
position.

The remainder of this paper is organized as follows. The area and position saliency
features are introduced in section 2. Then the framework of our approach is described in
Section 3. The experimental results in Section 4 show that our approach is better than other
four existing approaches. Section 5 concludes the paper and discusses our future work.

(a)

(b) (c)

Fig. 1 a Original image. b Failed saliency image from [6]. c Saliency image from [16]
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2 Saliency features: area and position

Most of saliency computation approaches concentrate on the analysis of color, bright-
ness and orientation. In fact, these features can affect the saliency of the pixels.
However, if the computation of saliency is based solely on these features, the perfor-
mance and efficiency will not be satisfactory, because they are the low-level and pixel-
based features.

To take the characteristics of regions into consideration, two novel saliency features are
proposed in this paper: area and position. The area is the minimum bounding rectangle of the
region, and the position is the center point of the area. The area and position saliency features
are regional characteristics. The combination of these two features with other low-level
features can result in a better detection of salient objects.

2.1 Saliency survey for area and position

If an object in the image occupies a small region, it will not be easily to attract human
attention. If an object in the image occupies a very large region and distributes almost in each
part of the image, human would tend to think this object as a background and not as saliency.
An object with suitable area is more salient than the others. In addition, human will generally
focus on the central part of their vision, and tend to consider an object in the center as the
most important. That is why they like to put the important objects at the central place when
taking a photo. Therefore, an object at the center of the image is more likely to be considered
as important and salient than the others.

In a word, the area and position affect the saliency of the object. If the object occupies a
suitable area (neither too small nor too large) and it is closer to the center of the image, it is
more possible for this object to become the salient object. In order to justify this claim, a
saliency survey is conducted as following.

Five pictures are designed, as shown in Fig. 2, to test how the area and position of a
region affect the saliency. There are some circles in each picture. The circles in a single
picture have different areas and positions. The questionnaire survey involved 59 subjects.
We sent emails to subjects. The subjects gave the order of circles according to saliency in
every picture. If they thought they had the same saliency, they could give them a bracket. We
got results and summarized. The subjects under test are asked to tell which circle is the most
salient. In order to avoid the impacts caused by the color, brightness and shape, most of these
pictures are solely in red, green and blue, and all the objects in a single picture are circles.
The results shown in Table 1 indicate that the area and position of the circle have a strong
impact on the saliency of the circle. It also concludes that an object tends to be more salient if
the size of the object is suitable and the position of the object is closer to the center of the
image.

This conclusion can be utilized to compute the saliency. But quantitative measurement of
the impacts of area and position need to be studied, for example, what is the suitable area?
How is near the center of an image? The remaining parts of this section will answer these
two questions.

2.2 Area as a saliency feature

In order to make the property of area directly guide the computation of saliency, the impact
of area on saliency need to be quantified. To answer the question how the impact is
estimated, we analyze the area of real world salient objects in the MSRA salient object
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image set provided by Microsoft Research Asia.1 The subset Set B in this image set contains
5,000 images. The salient object of each image is tagged by 9 minimum bounding rectan-
gles, which are drawn by 9 different persons. Because the images in Set B come from wide
variety of sources, not from a certain field, it is a general and representative data set and the
experiment based on this data set is also representative.

We randomly select 1,000 images from Set B to compute the probability of the area ratio
of the salient object tagged rectangles. The test is performed four times, and the probability
histograms are shown in Fig. 3, where the x-coordinate indicates the area ratio of the salient
object and the image area, and the y-coordinate shows the value of probability. The high
similarity of the four results reveals that the probability distribution of the area ratios is
general for different kinds of pictures.

After analyzing the results of the four tests, we can find out that the maximal probability
is at the point where area ratio is 0.35, and slowly descends to the left and the right sides.
This probability distribution matches the previous saliency survey well. The area ratio of
0.35 corresponds to the aforementioned suitable area. Furthermore, the area ratio from 0.2 to
0.6 meets the condition of the area not too small or too large. The relationship between the
area ratio and saliency is thus revealed by analyzing the probability distribution of the area
ratio. Then the probability of the area ratio can be utilized to estimate the impacts of the area
on saliency.

As a result, the area is proposed as a saliency feature like color, texture and orientation. To
establish a formula to help compute the area saliency feature in this paper, we randomly
select another 1,000 images from Set B to perform the area ratio probability test once more,
and then smooth the probability histogram, as shown in Fig. 4. The purpose of smoothing is
to reduce the gap between two adjacent regions to enhance the robustness. The smooth

1 http://research.microsoft.com/en-us/um/people/jiansun/salientobject/salient_object.htm

(c)  Left to right: A, B (b)  Left to right: A, B(a)  Left to right: A, B

(d)  Red: A, green: B (e)  Biggest: A, middle: B, smallest: C

Fig. 2 Pictures for saliency survey
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probability histogram can be expressed by Formula 1, where x is the area ratio, and y is the
value of the area saliency feature, i.e. the probability.

y ¼ areaSaliencyðxÞ ð1Þ
2.3 Position as a saliency feature

According to the results of the saliency survey, an object tends to be more salient if it is closer to
the center of the image. Just as the area, we need to quantify the impact of position on saliency.

Table 1 How area and position have impacts on saliency

Properties of Circles in Testing Pictures Results

Area Position

(a) A too small away from center 3%

B suitable near center 97%

(b) A suitable away from center 22%

B suitable near center 58%

(c) A suitable near center 93%

B small near center 3%

(d) A too big near center 17%

B suitable near center 80%

(e) A suitable near center 81%

B small far from center 17%

C too small far from center 2%

For picture (b),(c),(d),the sum of results is not 1, because some testers thought they had the same saliency. In
Table 1, we did not show the results of the same saliency

Fig. 3 Probability histograms of area ratios
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Experiments similar to the above section are conducted. 1,000 images are randomly
selected from Set B to compute the probabilities of positions. Positions are located
based on the center of the minimum bounding rectangle of the salient object in the
image. After finding all the centers of salient objects (indicated by black points shown
in Fig. 5(a)), we partition the whole image area into 20 regions (red rectangles shown
in Fig. 5(b)).

Four probability histograms are generated from the experiments, as shown in Fig. 6,
where x-coordinate represents the region indices following Fig. 5(b), and y-coordinate shows
the probabilities. It can be concluded from the results that salient objects have higher
probabilities to appear closer to the center of the image, the same result as the saliency
survey. So it is reasonable to use the probability distribution of positions to estimate the
impact of position on saliency.

Following the same approach to area saliency, we perform the test again to get the
probability histogram, then smooth it to get the probability histogram as shown in
Fig. 7. Because the position of the object has strong impact on saliency, position is
proposed in this paper as another saliency feature. The smooth probability histogram
in Fig. 7 can be expressed by Eq. 2, which is used to compute the position saliency
feature.

y ¼ positionSaliencyðxÞ ð2Þ
In Formula 2, x∈ {0, 1, …, 19} is the region index as shown in Fig. 5(b), and y is the

value of the position saliency feature, i.e. the probability.

Fig. 4 A smooth probability
histogram of area ratios

(a) (b)

Fig. 5 a Centers of salient objects. b Region partition
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3 The framework

A region-based salient object detection approach is also proposed in this paper. The
first step of this approach is to partition an image into several disjoint and homoge-
neous regions. Secondly, the homogeneous regions are clustered. And then the center-
surround and color-distribution features are computed and combined to obtain the
final saliency map. Finally, the salient object is found out after region growing and
selection. The flowchart of the region-based salient object detection is shown in
Fig. 8.

3.1 Image segmentation and region clustering

3.1.1 Image segmentation

Image segmentation is the process of partitioning an image into disjoint and homogeneous
regions [17]. Regions of an image should be uniform and homogeneous with respect to some
characteristics such as gray tone or texture. Segmentation is an important operation in many

Fig. 6 Probability histogram of positions

Fig. 7 A smooth probability
histogram of positions
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applications of image processing and computer vision, since it is the first step of low-level
processing of images.

Homogeneity is largely related to the local information extracted from an image
and reflects how uniform a region is [1].Image segmentation needs a certain homo-
geneity predicate H. The segmentation of an image I is defined as a partition of I into
a set of N regions Rn (n01, …,N), satisfying that H(Rn) 0 true for any n, and H
(Rn∪Rm) 0 false for any adjacent Rn and Rm. It states that two adjacent regions cannot
be merged into a single region that satisfies the predicate H. This H can be further
used in region clustering.

Human visual attention is more related to region than pixel. So we can compute the
saliency map based on regions instead of pixels. The region-based method can overcome
some shortcomings of the traditional pixel-based methods. For example, the region-based
method can ensure that the pixels in the homogeneous regions have the same saliency.
Furthermore, an object in the image is often composed of a number of homogeneous regions.
Through the combination of regions, the salient object can be found more easily. In a word,
regions can be the basic computing units of the salient object detection.

The partitioning of the image segmentation algorithm can be controlled by the homoge-
neity predicate H, which has a set of default parameters. Many image segmentation
algorithms [2, 12, 25, 26] with their default settings of parameters can get the homogeneity

Fig. 8 Flowchart of salient object detection based on regions
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regions that well match the human visual perception, we use state-of-the-art to get the
homogeneity regions.

3.1.2 Region clustering

After image segmentation, some disjoint and homogeneous regions are generated. The
distribution of homogeneous regions in an image can affect the saliency of the regions.
Homogeneous regions are clustered in order to estimate their distribution.

The homogeneity predicate H in the image segmentation stage can be used in region
clustering. Actually H can also be redesigned for practical needs. The region Rn and Rm (m≠n)
belong to the same cluster if and only ifH(Rn∪Rm) 0 true. In this paper, the clustering algorithm
is designed based on graph theory. At the beginning, each region is considered as a vertex. There
exists no edges, so all vertices are isolated. For any two vertices Rn and Rm (m≠n),H(Rn∪Rm) is
computed; if the result is true, an edge will be added connecting Rn and Rm. Finally, each
connected graph becomes a cluster.

For the original image in Fig. 1(a), image segmentation is generated by JSEG [2], as
shown in Fig. 9(a), with each region surrounded by white lines. Figure 9(b) shows the region
cluster for white stripes.

3.2 Saliency map

Traditional saliency maps record the saliency of each pixel in the image, expressed by gray
intensity. The larger the gray value is, the more salient the pixel is considered. But the

(a)

(b) (c)

Fig. 9 a Image segmentation. b,c Region clustering
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saliency map proposed in this paper is based on regions. It means that the pixels in the same
region have the same saliency. Saliency map hereby is composed of the region-based center-
surround feature and the color-distribution feature, which are achieved through the analysis
of the three basic saliency features, including the color, position and area of the region.

3.2.1 Center-surround feature based on regions

A center-surround feature is defined as the appearance variance of a certain region with
respect to its surrounding regions Rs. The larger the variance, the more salient the region R.
Since a region is compared only with its surrounding areas, this feature is a region-based
feature. In existing approaches, the center-surround feature is computed at the pixel level,
which gives rise to the problem of failure to fix the size, shape and position of region R.

For example, while figuring out the center-surround feature in [16], rectangles with
different length-width ratio are utilized to express the size of the central region R and its
surrounding region Rs. This method need compute many times for a center region, and the
center region may be not in the range of different length-width ratios. This leads to low
efficiency and weak performance. The central surrounding feature based on regions has
advantages over pixel-based features.

The area within the blue lines in Fig. 10(a) is denoted as R. The surrounding region Rs is
obtained through the expansion of the border of region R by certain thickness. The thickness
of the expansion is set to 35 pixels in this paper, since this is the reasonable human vision
area when comparing the color of different regions. The feature of a region is represented by
the color histogram of the region. Given the color histogram of region R as histogramR, and
that of the surrounding area Rs as histogramRs, we can figure out the center-surround feature
of region R with the commonly used distance formula as shown in Formula 3, where N is the
dimension of the color histogram.

centerSurroundR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN�1

i¼0

histogramR i½ � � histogramRS i½ �ð Þ2
vuut ð3Þ

For every region Rj in the picture, we can compute the center SurroundRj for Rj. Then, the
center-surround feature values of all regions are normalized to an interval between 0~255 to
generate a grey image, where 0 is the minimum value and 255 is the maximum value
respectively, and other value is set according to ratio. As a result, the center-surround feature
image of Fig. 1(a) is shown in Fig. 10(b).

(a) (b)

Fig. 10 a Center-surround feature based on regions. b Center-surround feature image
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A special case need to be further discussed. Given the region clustering of a certain region
as C, if the minimum bounding rectangle of C is too large (for example, the area ratio is
larger than 0.7), the resulting area is probably a background of the image. In order to reduce
the computation and avoid disturbance for this case, we set the value as 0, rather than
computing the central surrounding features for these regions. As the example shown in
Fig. 9(c), although the black regions has strong contrast, the minimum bounding rectangle of
region cluster is two large , we think it is background.

3.2.2 Color-distribution feature based on regions

Color-distribution feature is another common feature used to figure out saliency. It is a
global feature describing the distribution of some certain color in an image. The more
concentrated the color distributes, the more salient the regions with this color will be, and
vice versa.

After the color-distribution features based on regions are computed hereby, the distribu-
tion of regions with the same feature in the image will be figured out. Because the area and
position of a region indicate the distribution of that region in the whole image, we use the
area and position saliency to compute the distribution feature of regional color. While area is
the description of the size of an object, position is the description of the azimuth of the object
in the image. These two features are independent from each other. Therefore, the impacts on
saliency of a region made by the area and position can be regarded as independent events.
Furthermore, the above area and position saliency features are computed on base of
probability distribution, so the product of these two features can measure the whole impact
made by the area with the position, according to the probability distribution theory.

Assume that a region R in the image I is in the region cluster C. The minimum bounding
rectangle of region R is MinRectR and the region partition index of the center of MinRectR is
NR. The minimum bounding rectangle of the region cluster C is MinRectc, and the region
partition index of the center of MinRectc is Nc. The color-distribution feature of R is
computed following Eqs. 4, 5 and 6.

colorDistributionR ¼ areaSaliency
area MinRectRð Þ

areaðIÞ
� �

� positionSaliency NRð Þ ð4Þ

colorDistributionC ¼ areaSaliency
area MinRectCð Þ

areaðIÞ
� �

� positionSaliency NCð Þ ð5Þ

colorDistributionR ¼ min colorDistributionR; colorDistributionCð Þ ð6Þ

area() is the area function for the region of the minimum bounding rectangle. When Eq. 6 is
applied to every region in the image, the respective color distribution feature will be figured
out. The results will be normalized to the interval between 0~255 as we did with center-
surround features. The resulting grey image is shown as Fig. 11.

3.2.3 Combined saliency map

Center-surround feature are shown to well describe the regional saliency and the color-
distribution feature encodes the global saliency. The combination of these two features can
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fully express saliency features of an image. Since all the values of center-surround features
and color distribution features are normalized to an interval between 0 and 255, a simple
linear combination is applied to combine these two features, as shown in Formula 7.

saliencyR ¼ centerSurroundR þ colorDistributionR ð7Þ

Then the combined saliency value generated by Formula 7 is normalized back to an
interval between 0 and 255, and leads to the final saliency image as shown in Fig. 12(b).
Compared with the salient object drawn by MSRA Set B with the blue lines as shown in
Fig. 12(a), the saliency image generated in this way tends to be more readable for human
vision than that from traditional approaches (such as Fig. 1(b) and (c)).

3.3 Output of salient object

3.3.1 Aggregation

Usually the gravity center of an object with high aggregation locates inside the object, and
the distances between the center and the borders of the object are relatively equal. In real
world, most of objects appear with high aggregation. It is the same with the saliency object
in images. This property can help find out the complete salient object from the saliency
image. The property of aggregation refers to the measurement of intensiveness of an object
in an image.

(a) (b)

Fig. 12 a Original image and salient object. b Saliency image obtained by our approach

Fig. 11 Color-distribution
feature image
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The final result of salient object detection in this paper is a collection of clustered regions
corresponding to the salient object in the image. Since a salient object usually appears with
high aggregation, a region with low aggregation has high probability to be excluded from the
composition of the salient object. This is the reason why we can guide the combination of
regions by computing the aggregation of the region collection, and get a more complete and
accurate salient object.

The aggregation of a region collection can be obtained by analyzing the superposition of
regional minimum bounding rectangles. Assuming a region collection C0{R1, R2, …,Rn},
where Ri(1≤ i≤n) denotes a region in C, and the minimum bounding rectangles of Ri and C
are MinRectRi and MinRectC respectively. The aggregation of region collection C is com-
puted by Formula 8.

aggrC ¼
Pn
i¼1

area MinRectRið Þ
area MinRectCð Þ ð8Þ

As shown in Formula 8, the resulting aggrC∈(0, n). The larger the aggrC, the
higher the aggregation of region collection C. A region collection C is considered
with high aggregation if aggrC>1, and vice versa. Experiences from our experiments
reveal that the aggregation value of a region collection generally falls into the range
of [0.3, 2].

3.3.2 Single salient object

Once the final saliency image is generated, the salient object of each region can be localized.
The regional saliency value determines whether the region will be a candidate region for
saliency object or not. Meanwhile, the set of candidate regions forming the complete salient
object can be decided by the saliency feature and the aggregation of area and position. As
shown in Fig. 13(a), when a balloon floats in the air, it is obviously the salient object in the
image. Figure 13(b) and (c) show the saliency image and the resulting salient object
respectively.

Salient Object Measure (SOM) When a region collection is obtained, we need to estimate
the probability for the region collection to become the saliency object. Then the region
collections with the highest probability become the final result. Assuming the minimum
bounding rectangle of the region collection C in image I is MinRectC, and the central

(a) (b) (c)

Fig. 13 a Image containing a single salient object. b Saliency image. c Salient object
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position of the rectangle is denoted as NC, the Salient Object Measure (abbreviate to SOM)
of C is computed following Formula 9.

SOMC ¼ areaSaliency
area MinRectcð Þ

areaðIÞ
� �

� positionSaliency Ncð Þ � aggrc ð9Þ

As shown in Formula 9, the value of SOM depends on both the area/position saliency
feature and the aggregation feature. A larger SOM indicates the higher probability that the
region collection becomes a component of a salient object. Considering area, position and
aggregation are independent features; we make use of the product of these three features to
combine their impacts on saliency.

Candidate regions and seed regions A candidate region is the region which is probable
to compose a salient region, while a seed region is a special candidate region that can
be used to guide the expansion or growth of the salient region collection. In order to
get the candidate regions and the seed regions, the first step is to compute the average
saliency of the saliency image, denoted as saliencyavg, which is the arithmetic mean of
all pixels. Region R will not be considered as a part of the salient object if saliencyR
<saliencyavg; if saliencyR≥saliencyavg, R could be a candidate region; if saliencyR≥2×
saliencyavg,R can be the seed region; if there is no such region, the largest 3 saliency
regions will be regarded as the seed regions. All of candidate regions and seed
regions will become the parts of the salient object.

Regions growing and combination Assuming Rs is the seed region, the resulting saliency
region collection is denoted as Csal and initialized to the singleton {Rs}, and the processing
region collection Cadj contains all candidate regions that are adjacent to any region in Csal,
then the region growing process is shown as follows.

(1) Compute the SOM of the current region collection Csal, that is SOMCsal.
(2) Sort descending the regions in Cadj according to SOM, and mark all regions in Cadj as

untreated.
(3) Select the untreated region R in the sorting list with the highest SOM. If no such region

exists, jump to step 6.
(4) Let C'be the new region collection containing R and all regions in Csal, then compute

its SOMC'. If SOMC'≤SOMCsal, mark the region as treated and jump to step 3.
(5) Remove R from Cadj and add it into Csal, then add to Cadj all regions adjacent to R, and

re-compute SOMCsal. Jump back to step 2.
(6) Halt.

Each seed region will generate its respective region collection after the above growing
process. The region collection with the largest SOM becomes the candidate region collection
of the salient object.

3.3.3 Multiple salient objects

Sometimes several unconnected salient objects appear in a single image, as shown in Fig. 14
(a). If the aforementioned approach to the detection of single salient object is simply applied
to the image in such images, some salient objects in the image will be missing. Therefore,
the aforementioned approach needs to be tailored for the detection of multiple salient
objects.
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The detection of multiple salient objects is based on the results of the detection of single
salient object. When dealing with the growing process of a single salient object, each seed
region will be used for generating its respective region collection. Since the same region
collection can be generated by two different seed regions, duplicate region collections will
be discarded. It gives rise to only limited number of the remaining region collections
generated by seed regions, usually no more than 4 regions. Then each of the combination
of different region collections will be checked, based on the SOM of the combined region
collections. The SOM is the product of the saliency features of the area and the position of
the minimum bounding rectangle of the combined region collections.

Compared with the detection of single salient object, the detection of multiple salient objects
does not consider the aggregation of nonadjacent region collections, and SOM depends solely
on the product of the saliency features of area and position. Finally, the SOM of each single
object and that of the combination of multiple objects are compared. The composite region of
the salient object is the region collection with the largest SOM. As a result, the saliency image
and the salient objects of Fig. 14(a) is shown as Fig. 14(b) and (c) respectively.

4 Experiments

In order to demonstrate the advantage of the proposed method, we design the following
experiments: (1) empirical study of saliency features, (2) comparison with Color-Orientation
Framework, (3) comparison with the state-of-the-arts approaches, and (4) analysis of
robustness. At last we analysis the fail cases and the efficiency of the proposed approach.

4.1 Image dataset

Experiments are carried on with theMicrosoft Research Asia Salient Object Set B [16], including
5,000 images tagged by 9 users. We use 1,000 images to train the parameters for the saliency
feature of area and position, and the remaining 4,000 images for empirical evaluating.

4.2 Evaluation benchmark

The experiments are evaluated following the classical benchmark metrics, including Preci-
sion, Recall and F-Measure. The first step is to generate a Saliency Probability Map (SPM),
following the detailed description in [16]. The SPM G0(gij | gij∈ [0,1]) indicates the
probability of the saliency for each pixel (i, j). It is computed from the 9 minimum bounding
rectangle tagged in the image by 9 different persons. The result of salient object detection in
this paper is a collection of regions. We use a binary mask D0{dij} where dij∈{0, 1} to

(a) (b) (c)

Fig. 14 a Image containing multiple salient objects. b Saliency image. c Salient objects

532 Multimed Tools Appl (2014) 68:517–544



represent this collection: the pixel dij is included if dij01, otherwise dij is excluded. Given the
image with height h and width w, the computation of Precision, Recall and F-Measure is
shown in Formula 10, 11 and 12, where α is a positive real number deciding the importance
of Precision over Recall while computing F-Measure. We set α 0 0.3 following the same
reason described in [33].

Pr ecision ¼

Ph�1

i¼0

Pw�1

j¼0
dij � gij

Ph�1

i¼0

Pw�1

j¼0
dij

ð10Þ

Recall ¼

Ph�1

i¼0

Pw�1

j¼0
dij � gij

Ph�1

i¼0

Pw�1

j¼0
gij

ð11Þ

F �Measure ¼ 1þ að Þ � Pr ecision� Recall

a � Pr ecisionþ Recall
ð12Þ

4.3 Experiment 1: Different salient features

We propose the experiment to quantitatively validate different salient features and show the
advantage of combining different salient features.

A. Center-Surround features
Center-Surround feature is region feature. To avoid noise (background) and reduce the

number of salient objects, we think that if the area ratio of minimum rectangle of the region
cluster is larger than 0.7, the region is background. This plays an important role in getting
center-surround salient map. Figure 15 shows some results of center-surround salient map.
The results are satisfied, such as in row (1, 2, 3). Our proposed method can also detect
decentralized salient objects, as in row (5, 6). For complex scene, it works also well.

B. Color-Distribution salience map
We use the area and position feature to calculate
color-distribution salience map. A few results are shown in Fig. 16. Some of the

results look satisfied due to the effectiveness of the global feature, such as row (1), row
(2), and row (4), but the feature work not well in the others examples.

C. Feature combination.
The center-surround feature is a regional feature, while the color-distribution feature

is a global feature. They all have limitations. For the center-surround feature, we make a
assumption that if the area ratio of the minimum rectangle of region cluster is larger
than 0.7, the region is regard as background. But sometimes the area ratio of minimum
rectangle of salient object cluster is more than 0.7, so it will mistake salient objects as
background. For the color-distribution feature, sometimes area ratio or position of the
salient object is not in the hotspot of histogram, it may not be detected as a salient
object. Some results are shown in Fig. 18, (a) is original image, (b) is center-surround
salient map, (c) is color-distribution salient map and (d) is the combination salient map.
In practice, only use one of the features may cause unsatisfactory results. In row (1), the
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(a) Original image (b) Center-Surround salient map

Fig. 15 Center-Surround salient
map
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(a) Originalimage (b) Color-Distribution saliencyy map

Fig. 16 Center-Surround salient
map
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center-surround salient map obviously localizes the incomplete visual attention, but we
obtain the better color-distribution salient maps. In row (2), in contrast to the first
example, the saliency map of color-distribution feature works not well but the saliency
map of center-surround feature looks good. Sometimes any of them can only get part of
the salient object; we must combine the two salient maps to get a complete salient map,
as in row (3, 4). The results of the experiment show that the combination of them can
achieve better performance, the quantities results are shown in Fig. 17.

Generally, we use grayscale to process an image. For multi-color images, we can combine
the salient maps of different color channels to get multi-color salient objects.

4.4 Experiment 2: Comparison with color-orientation framework

Our approach and Color-Orient Framework [33] use the same MSRA image database to
evaluate posed approaches. The saliency map comparison of the proposed method and
Color-Orientation Framework on selected images from MSRA image database is shown in
Fig. 19. It is evident that the proposed method outperforms that method. For example, in row
(2), our method detects the windmill and one flabellum as saliency object, but [33] can only
detect one flabellum. We don’t use low level feature such as pixel etc. We use region as basic
compute unit, so the salient map we get is continuous and integrated, such as in row (3, 4, 5,
and 6). We use area and position global features, so we can get salient map more accurate.
Take row (7) for example, the proposed method can detect the crocodile, but [33] fails.

4.5 Experiment 3: Comparison with other approaches

We also compare our approach with four existing approaches: Saliency Tool Box [34],
Contrast Method [18], Spectral Residual Method [4], and Color-Orientation Framework
[33]. In the evaluation part of [33], the experimental results of four approaches are listed. In
this paper, we use the same image dataset and evaluation method as [33], and compare with
the results in [33] directly. From Fig. 20, we can see our approach has better performance,
especially Precision.

4.6 Experiment 4: Analysis of robustness

We discuss the robust of our approach.
Our approach is robust against background noise. The result is not influenced by different

parameters. In region clustering, we use clustering threshold. If the distance of two regions is

Fig. 17 Quantitative results of
using different saliency features
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less than threshold, we cluster the two regions. We randomly choose 15 for the threshold
value. But it doesn’t influence the result. We can give it from 12 to 18; the result will not be
influenced by it. It is shown as Table 2.

We train 1000 images to get the probability histogram of area and position and test other
4000 images in our approach. From Fig. 3 Probability histogram of positions and Fig. 6

(a) (b) (c) (d)

Fig. 18 Results of salient object detection by combining two types of saliency maps a Original image. b
Center-Surround saliency map. c Color-distribution saliency map. d Combination of (b) and (c)
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(a) (b) (c)

Fig. 19 Comparison with Color-Orientation Framework (a) Original images (b) Our method (c) Color-
Orientation Framework
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Probability histogram of area ratio, we can see that they follow fixed law. We can choose
other 1000 images to train the data, the result is consistent. The result is shown in Table 3.

4.7 Failure cases and analysis

Although the new method performs well in many cases, it may fail under some conditions.
For example in the image of the first row of Fig. 21, the grassland finally becomes the salient
object because of its high color contrast with its surrounding areas, as well as its moderate
size and central location. In the second row of Fig. 21, the human body region cannot be
detected correctly because the color of clothes is almost the same as the background. These
failures arise from that our method does not cope with the high-level semantic features of
objects. In some conditions, the analysis solely based on color, area and position information
is not accurate enough to find out the salient object in the image. We will focus on solving
these problems in our future work.

Fig. 20 Comparison of average
precision, recall, and F-measure

Table 2 Comparison of different Cluster Thresholds

Cluster Threshold Precision Recall F-Measure

12 0.833 0.430 0.626

13 0.842 0.428 0.630

14 0.846 0.424 0.627

15 0.851 0.412 0.621

16 0.858 0.397 0.617

17 0.858 0.393 0.613

18 0.865 0.409 0.626
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4.8 Efficiency analysis

With regard to efficiency, the region-based computation takes much less time than
pixel-based approaches because our approach is based on regions and the number of
regions is generally only a few dozen blocks,. The time cost concentrates on the stage
of image segmentation. The time complexity of many existing algorithms for image
segmentation is about O(n2), and some algorithms can achieve O(n×log(n)) [25],
where n is the total number of pixels in the image. The time complexity of our
algorithm is very close to the recently proposed algorithms for salient object detec-
tion, and better than some pixel-based approaches. The conclusion can be drawn that
our approach improves performance of salient object detection while ensuring the
efficiency of detection. Our approach can provide similar quality at higher perfor-
mance, or better quality for the same performance.

5 Conclusion and future work

The salient object detection method proposed in this paper is based on regions. According to
the human visual perception, pixels in homogeneous regions obtained by image segmenta-
tion should have the same saliency. So regions are used as basic units to compute the
saliency in an image. The salient object is a combination of homogeneous regions, and the
final output can be obtained by combining the homogeneous regions.

Table 3 Comparison of different Train Images

Train Images Precision Recall F-Measure

0001-1000 0.851 0.412 0.621

1001-2000 0.838 0.420 0.624

2001-3000 0.853 0.400 0.624

3001-4000 0.849 0.399 0.610

4001-5000 0.842 0.387 0.604

Fig. 21 Some failures of detection
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Through a visual saliency survey and experiments on a large image set, we conclude how
area and position have impacts on saliency. Then we propose the region-based center-
surround feature and region-based color-distribution feature as new saliency features based
on size and location. The region-based center-surround feature can accurately determine the
shape and position of the central region thus reflect the difference of the target and its
surroundings more accurately. The region-based color-distribution feature applies area
clustering to analyze the distribution of homogeneous regions, then computes saliency by
area and position saliency features. The saliency of homogeneous regions reflects the
distribution of color in the image.
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