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Abstract Due to the horizon limitation of single camera, it is difficult for single camera based
multi-object tracking system to track multiple objects accurately. In addition, the possible
object occlusion and ambiguous appearances often degrade the performance of single camera
based tracking system. In this paper, we propose a new method of multi-object tracking by
using multi-camera network. This method can handle many problems in the existing tracking
systems, such as partial and total occlusion, ambiguity among objects, time consuming and etc.
Experimental results of the prototype of our system on three pedestrian tracking benchmarks
demonstrate the effectiveness and practical utility of the proposed method.

Keywords Multi-object tracking . Collaborative cameras . Video surveillance

1 Introduction

Video based multi-object tracking is a challenging and attractive research area in computer
vision. Multi-object tracking technology can be widely used in video surveillance, intelligent
transportation and intelligent robots. However, due to the horizon limitation of single camera, it
is very difficult for single camera-based multi-object tracking system to track the objects all the
time. Besides, because of the occlusions and ambiguous appearances among different objects,
the performance of single camera-based multi-object tracking system is often degraded.

With the development of multi-object tracking technology, multi-camera network has been
proposed to address the issues of single camera based multi-objecting. Multi-camera network
can provide different camera views on objects, so that these objects can be tracked well even
when they are occluded in some cameras. Besides, multi-camera network can also alleviate the
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ambiguity among similar objects with different object appearances captured by multiple views.
Though much progress has been made in multi-camera based tracking, the current multi-object
tracking system usually suffers from two main issues: unreliable detection results and time
consuming [2, 4, 13, 17, 18, 20, 21, 36, 40]. Therefore, how to take advantage of multi-camera
network to track objects robustly and efficiently has become a hot topic.

In this paper, we propose and implement a tracking-by-detection based system for multiple
human tracking in multi-camera network. As shown in Fig. 1, there are mainly two stages in our
method, i.e., single camera tracking, and multi-camera collaborative tracking. In the single
camera tracking stage, we adopt an efficient pedestrian detectionmethod, in which the foreground
connected regions are extracted through codebook background modeling algorithm and then
more accurate detection on the foreground connected regions is achieved by using the histogram
of oriented gradients (HOG) pedestrian detection algorithm. With the results of pedestrian
detection, tracking is firstly performed on each single camera, in which a particle filter is used
for multi-object tracking and Hungarian algorithm is employed for data-association. In the multi-
camera collaborative tracking stage, by using the tracking results of each single camera, a multi-
camera view object correspondence scheme is proposed to track objects in multiple camera
views. In order to improve the system efficiency, we adopt a multi-thread strategy in the
implementation of the proposed method. Because of the complexity of multi-camera calibration
process, traditional camera calibration based multi-camera tracking approach is hard to use in
practice. In this paper, we employ a pure image approach for multi-camera fusion and collabo-
rative tracking, which is easy to be implemented and effective in practice.

The contributions of this paper are mainly three-fold: First, we propose a new method and
implement a prototype system of multi-object tracking by using multi-camera network. The
proposed system can handle partial and total occlusion issues, as well as alleviate ambiguity
among objects in current multi-object tracking system; Second, we present an efficient
pedestrian detection method to improve the practicality of tracking system; Third, we create
a new dataset for facilitating the research of multi-object tracking in multi-camera network.

The rest of this paper is organized as follows. In Section 2, we briefly present the related
works about multi-object tracking. In Section 3, we describe the proposed multi-camera
collaborative multi-object tracking system. The experimental results are provided in
Section 4. Finally, Section 5 concludes this paper.

2 Related work

With the progress of detection algorithms [10, 12, 23–25, 27, 28, 31–33], many detection-
based tracking methods have been proposed for multi-object tracking [1, 5, 9, 38]. The
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Fig. 1 The Framework of proposed multi-camera collaborative tracking method
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detection-based tracking method adopts detection algorithm to locate the interested objects in
the video sequences, and associates the detection results of successive frames to form the
trajectory [29, 30]. However, the detection results of detector are sparse and unreliable as the
detector only provides a set of discrete detection reaction. Therefore, the false positives and
miss detection may often occur, especially when objects suffering from long-term occlusion. In
order to solve these issues, different approaches have been proposed. For example, Michael D.
Breitenstein et al. proposed an algorithm for robust multi-object tracking by combining the
particle filter and the confidence of the detector [6]. C. Huang et al. proposed an approach to
track multi-object by using the hierarchical association of detection responses [15]. W. Brendel
et al. treated the data association problem as the max weight independent set problem, and
linked the tracklets into trajectory iteratively [8]. Besides, several global optimal approaches
using network flow [3, 41] or continuous energy minimization [34] have also been proposed to
solve the multi-object tracking problem [26, 39].

Recently, multi-camera based object tracking has been proposed to overcome the disad-
vantage of single camera based object tracking, such as the horizon limitation of camera,
occlusion and ambiguous appearances among different object. Orwell et al. proposed a color
based approach for multi-camera based tracking [36]. F. Fleuret and J. Berclaz adopted
probabilistic occupancy map model and K-shortest path algorithm to track multi-objects in
multi-view environment [2, 13]. Recently, S.M. Khan and M. Shah developed a pure image
based approach which combined multi-layer planar homography and Overlap Field of View
constraint for multi-view tracking [20, 21]. Yun et al. proposed to [40] combine planar
homography and epipolar line constraint for multi-view tracking. In [4, 17], the authors
proposed to track multi-object with single camera using particle filter and then use the epipolar
geometry for consistent and collaborative tracking.

3 Multi-camera collaborative tracking method

In this section, we describe the proposed multi-camera collaborative tracking method for
human tracking. As shown in Fig. 1, there are mainly two stages in the proposed method,
i.e., single camera tracking, and multi-camera collaborative tracking. In the following, we will
describe the two stages respectively.

3.1 Single camera tracking

In the single camera tracking stage, our system will initialize a new tracker if an object has
subsequent detections with overlapping bounding boxwhich is neither occluded nor associated to
any existing tracker in all the camera views. If a tracker survives for a limited number of frames
without being associated with detection in any views, it will be terminated automatically. The
single camera tracking can be roughly divide into two steps, i.e., detection and data association.

(a) Detection. In the proposed system, objects are initialized by the automatic
detection method. In order to overcome the speed bottleneck in the detection step,
we adopt the Codebook + HOG approach for pedestrian detection. For each
frame of the video, we first employ the Codebook background subtraction
algorithm [22] to locate the foreground regions, and then adopt HOG algorithm
[10] to detect pedestrians in the foreground regions.
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(b) Data Association. In the data association phase, we use the Hungarian algorithm for
optimal data association. The progress is done as follows: For detections at time t of
camera i, we first use particle filters to predict the states of the tracked objects. Then by
defining the gate function and likelihood function, the distance matrix of tracked object
regions and the corresponding detection bounding box could be calculated, which are
used as the input of Hungarian algorithm for the optimal data association assignment. In
the following, we will describe this progress in detail.

In our system, the distribution of each object’s state is estimated by a particle filter [7]. Given
a state S=(x,y,u,v), where (x, y) denotes the position in the 2D image, and (u, v) denotes the
velocity along x and y direction, we use the following motion model to propagate the particles.

x; yð Þt ¼ x; yð Þt−1 þ u; vð Þt −1 þ ε x;yð Þ; ð1Þ

u; vð Þt ¼ α* u; vð Þt−1 þ 1−αð Þ* uT ; vTð Þ þ ε u;vð Þ; ð2Þ
where ε(x,y) and ε(u,v) are Gaussian noise, and uT, vT are the object’s velocity. Equation (2) is
used to handle the case that the object accelerates suddenly. We predict an object’s state by the
particles ranked top 25 % by weights:

Spredict ¼ Si*wi; ð3Þ
where i ¼ 1;…; N4 . Besides, in order to prevent particles’ degradation, a resample process also
must be done.

For the tracked object region T and detection bounding box d, the distance of them can be
defined by the matching score as:

D T ; dð Þ ¼ 1−Gate T ; dð Þ*Lsingle; ð4Þ

where Gate(T, d) and Lsingle denotes the gate function [17] and the likelihood function [35] of
single camera i that are defined in Eqs. (5) and (6) respectively.

Gate T ; dð Þ ¼ 1; if overlap T ; dð Þ≥σandM T ; dð Þ≤δ Tð Þ
0; otherwise

�
; ð5Þ

where overlap T ; dð Þ ¼ T∩d
Tj j∪ dj j ; δ Tð Þ ¼ γ* h Tð Þ þ w Tð Þ½ �, and h(T), w(T) indicate the height

and width of region T respectively. For matched regions T and d, in order to calculate their
distance, we define the likelihood function by using the Bhattacharyya distance of HSV
histogram [35] and a normal distribution evaluation of the distance between position of
detection d and a particle p [7] as,

Lsingle ¼ α*Lhsv þ 1−αð Þ*γ*
X N

p∈T
pN d−pð Þ; ð6Þ

Lhsv d; Tð Þ ¼ e−λ*BhattaDist Hd ;HTð Þ; ð7Þ

pN d−pð Þ∼N posd−posp; 0;σ2
� �

: ð8Þ
In, Eq. (5), σ, γ (γ<1) are two parameters. Generally, small σ will lead to big ambiguous

when two or more objects coupled together, while big σ cannot handle large motions of the
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tracked objects. Gate(T,d)=1 denotes that T and d are match, and vice versa. In this paper, we
empirically set σ as 0.7.

Algorithm1. Single Camera Tracking
Input: Detections of camera c at time t Dc

t={d1
t,…,dN

t},
Trajectories of time t-1 Tt−1={T1

t−1,…,TL
t−1}

1: for each Tt−1∈Tt−1 do
2: Predict the trajectories’ state by particle filter
3: end for
4: Tt = Optimal_Assign_by_Hungarian_Algorithm (Tt−1,Dc

t)
5: for Tt∈Tt do
6: if detection d and trajectory T can associate
7: Update object’s state
8: else
9: Multi-camera collaborative tracking
10: end if
11: end for
Output: Tt

Fig. 2 Illustration of planar
homography. One can see that the
points between two image plane
can be mapped one to one by a
homography matrix H

Fig. 3 Illustration of epipolar
constraint. One can see that an
arbitrary point in one image plane
can be constrained on an epipolar
line in another image plane by a
fundamental matrix F
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Finally, the distance matrix of tracked object regions T and the corresponding detection d
bounding box can be calculated as:

dist ¼
dist1i … dist1N
… … …

distMi … distMN

2
4

3
5; ð9Þ

where M and N are the object numbers in adjacent frames. The distance matrix will be
employed as the input of the Hungarian algorithm for optimal assignment.

We also define an observed model for guiding the particle propagation

wT ;p ¼ α*I Tð Þ*pN p−dð Þ þ β*Lhsv p; Tð Þ; ð10Þ
where I(T) is an indicate function. If I(T)=0, the detection d and the tracker T cannot be
associated in the data association phase, and we compute the weight for a particle just by the

Fig. 4 Illustration of mapping objects across different views

Fig. 5 Illustration of object correspondence across different views
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Bhattacharyya distance of HSV histogram. If I(T)=1, a normal distribution evaluation for the
distance between the position of detection d and a particle p is added to guide the particles to
move to the most possible area. The single camera

Fig. 6 One typical sample of collaborative tracking. The tracked objects in camera 1 and 2 can be employed to
track objects that are failed to associate detections in camera 3

Fig. 7 Another typical sample of collaborative tracking. The tracked objects in camera 1 and 2 can be employed
to track objects that are miss detections and tracks in camera 4
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3.2 Multi-camera collaborative tracking

Multi-camera collaborative tracking is the second stage of the proposed method. The input of
this stage is from the tracking results of each single camera in the former stage. By fusion the
different camera views and tracking results of single camera, multi-camera collaborative
tracking can handle the camera view limitation problems, as well as the object occlusion
and ambiguity among similar objects problems in single camera tracking. In multi-camera
collaborative tracking, the key issues are the object mapping and correspondence in different
camera views. In the following, we first present some basic knowledge in multi-view
geometry, and then provide the object mapping, object correspondence method and the
multi-camera collaborative tracking.

(a) Multi-view geometry.
Figure 2 shows an illustration of point projection in multi-view geometry [37]. The

projections of point xπ on camera C and camera C’ are x and x’ respectively. Point x and
x’ satisfy the planar homography, which means that x ′=H2πH1π

−1x=Hx, and H is a 3×3
matrix which can be calculated by at least 4 correspondence points.

class Class Model

BackgroundSubstraction

+ CBackgroundSubstraction

+ CCodeBook

+ CConnectComponents

Detector

+ CDetector

+ CHOGDetector

Tracker

+ CFusionTracker

+ CHungarianTracker

+ CParticleFilterTracker

+ CTarget

+ CTracker

+ FovLine

+ PARTICLE

+ TARGET_STATE

VideoCapture

+ CIpCameraCapture

+ CRecordedVideoCapture

+ CVideoCapture

+ FrameList

MainFramework

+ CMCMTTrackerView

+ CProcessor

+ DETECTION_RESULT

+ DISPLAYINFO

+ TRACKINFO

«use»

«use»

«use»

«use»

Fig. 8 Fundamental modules of our prototype system

Table 1 The fundamental modules
and corresponding function of our
prototype system

Module name Module function

Main framework module Schedule module

Video capture module Obtain the input video from video
files or IP camera video streams

Background subtraction
module

Builds the background model of the
scene and extracts the foreground
regions

Detector module Distinguish pedestrians and locate
their positions and sizes

Tracker module For single-camera tracking and
multi-camera collaborative
tracking,
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Furthermore, point x and x’ also satisfy the epipolar constraint. As Fig. 3 shows, the
point x in camera C can be mapped to a line in C’ by the 3×3 fundamental matrix F [37],
and the correspondence point x’ must lie in the line l’

l0 ¼ e0½ �xHπ ¼ Fx: ð11Þ
where the fundamental matrix F can be calculate by at least 7 correspondence points.

(b) Object Mapping
We combine the ground plane homography and epipolar constraint for object mapping

in different cameras. Figure 4 illustrates the mapping progress. We use the ground plane
homography matrix H to project the point P1 in Camera 1 to P1

′ in Camera 2, and use the
fundamental matrix F to project the point P2 in Camera 1 to L in Camera 2. Then we can
obtain the point P2

′ by the intersection of the line L and the vertical line pass point P1
′ .

Finally we can estimate the object’s location and size in different views. Furthermore, in
order to make sure the mapping is valid, a constraint of overlapping view [20] is also
used in our system.

(c) Object Correspondence across different views
Object correspondence across different views is a key issue in multi-camera collab-

orative tracking. Figure 5 shows the object correspondence process in our system. Once
there is a new comer in one camera view, we first check whether it has been tracked in
other views by performing the object mapping, and calculating the overlapping ratio of
the new comer and the other tracking objects. By a certain threshold, we could decide
whether give the newer comer a new ID or assign it with the ID of the most similar
existing object according to their overlapping ratio.

(d) Collaborative Tracking
Collaborative tracking can be used to tackle the situation with no associative detec-

tions. As shown in Fig. 6, there is no associated detections with a tracked object in
camera 3. We can map the correspondent object from other views into view 3 and
estimate the object’s position and size. After that, we can add particles and propagate
them in this area, and finally use particle filter to predict object’s state.

(a) (b) (c)

Fig. 9 Sample frames of a our group dataset, b ICG dataset, c EPFL dataset

Table 2 Comparison result of de-
tection evaluation on our Lab
dataset

Approach DR FPR MDR FPS

HOG 0.63 0.01 0.37 4.35

HOG + Codebook 0.60 0.01 0.40 10.70
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Collaborative tracking can also solve the situation that the detector has no response in
some regions in a view for a long time. As illustrated in Fig. 7, the object cannot be
detected and tracked the man in camera 4 for a long time. But the man can be correctly
detected and tracked in Camera 1 and Camera 2 respectively. In this situation, we can
directly map and estimate position and size of the object in camera 4 by combining the
data from camera 1 and camera 2. After that, we can add a new object to the single
camera tracking phase of camera 4.

4 Experimental result

Utilizing the OpenCV library for related image and video processing, we implement a prototype
system of proposed multi-camera collaborative tracking method on the platform of C++. Figure 8
shows the fundamental modules of the prototype, and their functions are listed in Table 1.

To compressively evaluate the proposed multi-camera collaborative tracking meth-
od, we run the prototype system on three different video datasets, including ICG
dataset [16], EPFL dataset [11], and our Lab dataset. Figure 9 shows same sample
frames from the videos of the three datasets respectively. All the experiments were
carried on a desktop with an Intel i3 3.0 GHz CPU and 4 GB RAM. The computa-
tional speed of our system achieves about 7 FPS.

4.1 Detection performance evaluation

In the single camera tracking stage of the proposed method, we adopt the HOG + codebook
method to speed up the detection progress. Thus, we first evaluate the performance of this
method by comparing its detection results and the detection results of HOG on our Lab dataset
(including 944 frames). The comparison results including detection rate (DR), false positive
rate (FPR), miss detection rate (MDR) and frames per second (FPS), are listed in Table 2. From
Table 2, we can see that, the FPRs of the two method are same. Although the DR and MDR of
HOG + codebook are slightly worse than that of HOG, but the FPS of HOG + codebook is
10.47, which is much better than that of HOG. This means that compared with HOG
algorithm, our method, i.e., HOG + codebook, can speed up the detection progress more than
two times

Table 3 The comparison of Ours-
Multiple with Ours-Single in Lab
sequence camera 1

Approach MOTA MT FP ID-Switch

Ours-Single 0.34 952 23 19

Ours-Multiple 0.64 439 75 27

Table 4 The comparison of Ours-
Multiple with Ours-Single and
Two-Granularity in ICG sequence
camera 1

Approach MOTA MT FP ID-Switch

Two-Granularity [14] 0.79 576 10 15

Ours-Single 0.39 145 7 12

Ours-Multiple 0.94 67 62 41
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4.2 Tracking performance evaluation

In the tracking performance evaluation, we adopt the metric MOTA [19] to evaluate the
tracking results on our Lab sequence (944 frames), ICG hard sequence (first 1500 frames),
EPFL Terrace sequence (first 1140 frames). The MOTA metric is defined as,

MOTA ¼ 1−

X
t
mt þ f pt þ mmetð ÞX

t
gt

; ð12Þ

where mt, fpt, and mmet are the number of misses, false positives, and mismatches at time t,
respectively.

We first compare the tracking results of the proposed multi-camera collaborative tracking
method (Ours-Multiple) with single camera based multi-object tracking method, including the
single tracker of our method (denoted as Ours-Single) described in single camera tracking
stage, and Two-Granularity [14]. The comparison results are listed in Tables 3, 4, and 5

Table 5 The comparison of Ours-
Multiple with Ours-Single and
Two-Granularity in EPFL terrace
sequence camera 2

Approach MOTA MT FP ID-Switch

Two-Granularity [14] 0.67 749 2 14

Ours-Single 0.35 224 6 12

Ours-Multiple 0.77 467 64 15

(a) 

(b) 

(c) 

Fig. 10 Sample tracking results of Ours-Multiple on: a our Lab sequence, b ICG hard sequence, c EPFLTerrace
sequence

Multimed Tools Appl (2017) 76:1941–1957 1951



respectively. Besides, Figs. 10, 11, and 12 show same samples of tracking result of comparison
methods on the three dataset respectively.

From Tables 3, 4, and 5, we can find out that, the tracking results of Ours-multiple are better
than Ours-single in term of MOTA in all three dataset. Besides, the tracking results of Ours-

(a) 

(b) 

Fig. 12 Sample tracking results of Two-Granularity on: a ICG hard sequence, b EPFL Terrace sequence

(a) 

(b) 

(c) 

Fig. 11 Sample tracking results of Ours-single on: a our Lab sequence, b ICG hard sequence, c EPFL Terrace
sequence
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multiple are also better than that of Two-Granularity. These results demonstrate that compared
with single camera tracking, the collaboration of multi-camera in the proposed method could
indeed promote the performance of multi-object tracking.

To further evaluate the performance proposedmethod, we compare ourmethodwith other multi-
camera-based multi-object tracking method. However, to the best of our knowledge, none of multi-
camera multi-object methods release the complete code online. Thus, we compare our method with
threemulti-cameramulti-object trackingmethods, i.e., POM, POM+KSP, and CNOV, by using the
evaluation results on EPFL passageway sequence presented in [18]. We also present our variant
tracker (denoted as Ours-Single), which leverages single camera to track multiple objects, to further
demonstrate the effectiveness of the proposed multi-camera collaborative tracking method. The
comparison results on our Lab dataset, ICG and EPFL are presented in Table 6. We can see that in
terms of MOTA and FP, Ours-Multiple outperforms POM, POM + KSP, and CNOV, which
demonstrates the effectiveness of the proposed method in multi-object tracking.

5 Conclusion

Due to the horizon limitation of a single camera, it is difficult to track multiple objects for single
camera based multi-object tracking system. In addition, the possible object occlusion and ambiguous
appearances often degrade the performance of tracking system. In this paper, we propose a multi-
camera collaborative based multi-object tracking method. The proposed method adopt the HOG +
Codebook strategy for object detection,which can greatly speed up the detection progress in the single
camera tracking stage. Besides, by fusing the tracking results of each single camera with the object
correspondence model, the proposed method can solve the view limitation, occlusion and ambiguity
appearance problems in the single camera-based tracking.We implemented a prototype system of the
proposed method on the C++ platform. The experimental results of the prototype system on three
datasets demonstrated that the proposed method is very effective for the pedestrian tracking.
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